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Abstract

Can prior voluntary redistribution improve coordination? We theoretically show
that distributive preferences, forward induction and signalling all imply that it can.
We then experimentally test our predictions by allowing subjects to redistribute part
of their endowment before playing a battle of the sexes game. To identify whether
the redistribution option increases coordination, and why, we also run experiments
with no redistribution and forced redistribution. Our results show that the redis-
tribution option does indeed significantly increase coordination. Disentangling the
reasons why, we find that behaviour is most consistent with distributive preferences
and one-step of forward induction (rather than signalling or two-steps of forward
induction).

Keywords: Coordination, redistribution, experiment, distributive preferences, forward
induction, signalling altruism.
JEL codes: C72, D02

1 Introduction

Coordination is an important ingredient for economic success in many situations, from
efficient teamwork, to the adoption of technology, to the organisation of social activities.
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Despite the often large mutual gains of coordination, the difficulty of anticipating oth-
ers’ choices makes coordination challenging, particularly when there is no payoff or risk
dominant equilibrium for equilibrium selection (e.g. Harsanyi and Selten 1988).!

A central question in the literature on coordination is which coordination devices can
improve equilibrium selection and hence coordination rates. Previous empirical results
have shown that deductive criteria for equilibrium selection such as focal points (Schelling
1960, Crawford et al. 2008), communication (Cooper et al. 1989) and abstaining from
an outside option (Cooper et al. 1993) can serve as successful coordination devices,
helping individuals reason how to coordinate. Many of these devices share the feature
that they need to be added to the coordination situation, i.e. an intervention in the choice
architecture is needed.

This paper departs from considering a specific coordination problem in isolation and
instead investigates the role of past behaviour as a potential coordination device rather
than imposed devices. Note that our focus is on past behaviour in other situations, not
learning and adaptation within the coordination situation itself (e.g. Van Huyck et al.
1997).

Past behaviour in other situations can take many forms. One important class of
behaviours may be thought of as voluntary redistribution in one way or the other. Suppose
that you are in a coordination situation with individual A. You learn that before the
coordination situation, she made a large donation to a local charity or spent a lot of time
training junior employees at work. Might such voluntary redistribution and knowledge of
it provide deductive criteria for equilibrium selection and thus help coordination?

A simple intuition as to why it might is as follows: Individual A was generous yesterday
(i.e. redistributed part of her income to someone else); today you coordinate on the
equilibrium that she prefers (i.e. increase her income (or utility)) in order to minimise
payoff (or utility) differences.

To study how past voluntary redistribution affects coordination, we examine coordina-
tion in two-stage coordination games where a player may have the option to redistribute
part of her endowment to a third-party before the coordination game.

The basic coordination problem is captured using the classic “battle of the sexes”
game. It represents situations where players have a conflict of interest over which out-
come to coordinate on. Figure 1 exemplifies the game. In essence, it is an asymmetric
2x2 coordination game with two players who simultaneously and independently choose
between two strategies.

L An equilibrium is risk dominant if the product of the payoff reduction for each player from unilateral
deviations is higher than other equilibria.



Figure 1: The ‘battle of the sexes’ game

Player B
High Low

High 0,0 6,3

Player A 3.6 0,0

Notes: Coordinated outcomes shaded. Player B’s action choices
will be underlined henceforth.

The game has two pure strategy Nash Equilibria (High-Low and Low-High). While
players prefer to coordinate on these profiles than not do so, each player prefers a different
Nash Equilibrium, hence the conflict of interest. Unsurprisingly, coordination rates in lab
implementations of the battle of the sexes game are low (e.g. 41% in Cooper et al. 1989),
close to the 50% coordination predicted if individuals were to randomise uniformly.

To appropriately incorporate voluntary redistribution, it is worth returning to our two
examples. Both donations to charity and training a junior co-worker involve a transfer
from a relatively better off member of society (or one with the ability to become so) to
a relatively worse off member. Given this, our game involves player A having the option
to transfer payoff units to a less well-off third-party (player C), before A and B play the
battle of the sexes game. We label this the voluntary transfer game.

To understand why the option to voluntarily redistribute may help coordination, recall
the game in Figure 1 and suppose that A can redistribute three payoff units to a less well-
off third-party. If A chooses to redistribute, while there are still two Nash Equilibria, one of
them (High-Low) will now give a more equal payoff distribution. The more equitable payoff
distribution is attractive for individuals who have distributive preferences and dislike
payoff differences (e.g. Fehr and Schmidt 1999; Bolton and Ockenfels 2000; Charness and
Rabin 2002?), thus potentially solving the coordination problem.

This is not the only reason why a redistribution option can help coordination. A’s
choice to transfer or not can potentially signal her intended choice in the coordina-
tion game to B, thereby facilitating coordination. This is the idea of forward induction
(Kohlberg and Mertens 1986).

To illustrate one-step of forward induction reasoning, suppose that A chooses to trans-
fer three payoff units to C before the game in Figure 1 is played. What can B learn about
A’s intended choice in the coordination game? B would reason that A cannot intend to
play Low as A’s payoff would be weakly higher if she had chosen not to transfer, then
played Low. Thus it must be that A intends to play High, in which case B should play
Low. Hence coordination is possible. The logic is identical to that in money-burning
games (van Damme 1989; Ben-Porath and Dekel 1992).

Redistribution may seem to make coordination trivial, however this is not the case.

2For a general overview see Fehr and Schmidt 2006



For example, suppose that A uses her transfer choice to signal her privately known degree
of altruism (e.g. Levine 1998, Benabou and Tirole 2006). Transferring would then signal
to B that A is altruistic and thus that they should coordinate on the profile which gives
B a higher payoff, Low-High. Notice that these are precisely the opposite action choices
to those predicted by one-step of forward induction and inequity-aversion.

Formalising the above intuitions, we theoretically demonstrate (in the next secion)
how distributive preferences, forward induction and signalling can all imply coordination
when A has the option to redistribute before the coordination game.

Identifying the effect of voluntary redistribution on coordination in naturally occurring
data is challenging due to the many confounding factors and endogeneity (for a discussion
of the pros and cons of different data collection methods see Falk and Heckman 2009). We
thus run a controlled laboratory experiment to identify whether voluntary redistribution
increases coordination, and if so, why.

Some of the theories we study make different predictions in our game (e.g. signalling
altruism versus inequity-aversion) allowing us to distinguish between them empirically.
To distinguish between theories whose predictions overlap in the voluntary transfer game,
we also implement an additional game, the mandatory transfer game. In this game, A
is forced to transfer to C before the coordination game in Figure 1 is played. That A
makes no choice implies that neither forward induction nor signalling can explain coordi-
nation. Distributive preferences can still imply coordination in this game. By comparing
coordination rates in the standard battle of the sexes to the mandatory transfer game,
we isolate the effect of distributive preferences. By comparing coordination rates between
the mandatory transfer game and the voluntary transfer game conditional on a transfer
being made, we isolate the effect of signalling and forward induction.

We find that aggregate coordination rates are significantly higher in the mandatory
and voluntary transfer games (66.4% and 62.7% respectively) than the standard battle of
the sexes (47.7%). That aggregate coordination rates are not significantly different across
the two transfer games would suggest that inequity aversion, not forward induction and
signalling explain successful coordination. However, a closer look at behaviour suggests
otherwise. Conditional on A choosing to transfer, the coordination rate in the voluntary
transfer game is 82.0%, significantly higher than that in the mandatory transfer game.
A transfer should be equally effective regardless of whether it is voluntary or mandatory
according to inequity-aversion, whereas forward induction and signalling work only when
the transfer is voluntary. Since the choices observed in the coordination game are incon-
sistent with those predicted by signalling altruism, we conclude that most behaviour is
explained by inequity-aversion and one-step of forward induction.

Our work contributes to several literatures. First we add to a literature studying how
ex-ante transfers can lead to more efficient outcomes in general games (Jackson and Wilkie
2005) and in social dilemmas (Charness et al. 2007). We provide the first systematic study
of whether voluntary ex-ante transfers affect coordination and explain why they do so.



Second, we add to a large experimental literature on coordination games. Our volun-
tary transfer game is theoretically similar to a money burning game (van Damme 1989;
Ben-Porath and Dekel 1992), in that forward induction predicts the first mover not sac-
rificing money and then players coordinating on her preferred choice. In our voluntary
transfer game, the analog would be A not transferring and then players coordinating on
her preferred choice. Unlike experiments on money burning (e.g. Huck and Miiller 2005),
the prediction of forward induction is not consistent with our data, since coordination
only occurs if A transfers in our game. Our data is however consistent with limited for-
ward induction, i.e. one-step of forward induction reasoning. The difference suggests
that redistribution is not the same as money-burning when it comes to their effect on
coordination.

Our data is also consistent with recent literature arguing that social preferences may
be beneficial for coordination (e.g. Chen and Chen 2011; Dufwenberg and Patel 2017).
The opposing forces of social preferences and forward induction have been noted in a
coordination game with an outside option (Shahriar 2013), but not for games involving
payoff sacrifices as in ours.

We proceed as follows. Section 2 presents and theoretically analyses our experimental
games (2.1), derives hypotheses (2.2) and details experimental procedures (2.3). Section 3
describes results on whether a voluntary redistribution option increases coordination (3.1)
and if so, why it does so (3.2). Section 4 critically reflects on our analysis and concludes.

2 Experimental framework and hypotheses

In this section we introduce our experimental framework. We first present our three
conditions, focusing on developing theoretical predictions that follow from different as-
sumptions on players’ motivations and reasoning processes. These predictions imply clear
testable hypotheses. Finally, we describe our experimental procedures.

Our experimental design consists of three conditions: No Transfer®, Voluntary Transfer
and Mandatory Transfer. All three conditions involve a group of three players (A, B and
C) and each player has an endowment of 12 payoff units. Each condition proceeds in two
stages. In the first stage, there may or may not be a fixed transfer of three payoff units
from A to C. In all conditions, the second stage is identical to the game in Figure 1. We
compare second stage coordination rates across the three conditions. The conditions differ
only in the first stage: in the No Transfer Condition, A cannot transfer; in the Mandatory
Transfer Condition, A is forced to transfer; in the Voluntary Transfer Condition, A can
voluntarily choose whether to transfer or not.

The game forms played in our conditions are depicted in Figures 2-4 that follow.# The

3We use the words “redistribution” and “transfer” interchangeably. Redistribution is primarily used
in motivation and discussions sections; transfer in more analytical sections.
4Note that endowments are excluded from the payoffs in Figures 2-4. Final monetary payoffs are



game played in the No Transfer Condition is equivalent to a standard battle of the sexes
(Figure 1) other than the presence of passive C and that A does not transfer money to
C in a prior stage. If A and B choose the same action (High-High or Low-Low) in the
second stage, then both receive a payoft of zero. If they coordinate on different actions
(High-Low or Low-High), then the one who played high receives six and the other receives
three.

Figure 2: The No Transfer Condition

Player A

No Transfer to C

Player B
High Low
High 0,0,0 6,30
Player A/ 0 360 0.0 0

) Y Y Y

Notes: This figure describes the game form played in the No Transfer Condition, the No Transfer Game,
I'y. Payoffs excluding endowments are presented as (payoff A, payoff B, payoff C). Coordinated outcomes
are shaded.

In the Voluntary Transfer Game, I'y, if A chooses No Transfer the ensuing subgame is
identical to the No Transfer Game; if A chooses Transfer, three payoff units are transferred
from A to C, then A and B play the same battle of the sexes as in the second stage of the
No Transfer Game.

To facilitate understanding and see how similar the different conditions are, Figure 3
presents the Voluntary Transfer Game with final payoffs. In the experiment, subjects were
not presented with final payoffs, but stage payoffs. That is, regardless of what A chose, in
the second stage subjects were presented with identical choices and payoff consequences
as the No Transfer Condition.

obtained by adding 12 to the payoffs presented. The theoretical predictions that follow are qualitatively
unaffected by this scaling.



Figure 3: The Voluntary Transfer Condition

Player A
No transfer to C Transfer 3 units to C
Player B Player B
High Low High Low
High  0,0,0 6,30 High -3,0,3 3,33
Player & 7w 36,0 0,00  TTA Lo 06,3 -3,0,3

Notes: This figure describes the game form played in the Voluntary Transfer Condition, the Voluntary
Transfer Game, I'y. Payoffs excluding endowments are presented as (payoff A, payoff B, payoff C). To
facilitate understanding and see how similar the different conditions are, the figure presents final payoffs.
In the experiment, subjects were not presented with final payoffs. Regardless of what A chose, in the
second stage subjects were presented with identical choices and payoff consequences as the No Transfer
Condition. Coordinated outcomes are shaded.

A strategy for A in 'y is, for example, { Transfer, Low, High} or (T LH)%, meaning A
transfers to C, followed by Low if she did not transfer and High if she did. A strategy for
B is, for example, { High, Low} or (HL), meaning B plays High if A did not transfer and
Low if she did.

To identify how a voluntary transfer option affects coordination, we compare second
stage coordination rates in the Voluntary Transfer Game with those in the No Transfer
Game. To understand why transfers affect coordination we compare behaviour in the
Voluntary Transfer Game to the Mandatory Transfer Game (which we now define).

In the Mandatory Transfer Game, I'y;, a transfer is made from A to C, then A and B
play the same battle of the sexes as in the second stage of the No Transfer Game. Payoffs
are given by the outcome of the coordination game adjusted for the transfer. In terms of
final payoffs, the second stage of this game is identical to the second stage of the Voluntary
Transfer Game conditional on A having chosen to transfer. As in the previous condition,
only stage payoffs were presented in the experiment, thus the possible choices and payoff
consequences in the second stage were identical to those in the other two conditions.

5We may refer to actions, strategies, strategy profiles and histories by acronyms specifying the first
letter of each component action: T=Transfer; N=No Transfer; H=High; L=Low; H=High; L=Low.
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Figure 4: The Mandatory Transfer Condition

Player A

Transfer 3 units to C

Player B
High Low
High -3,0,3 3,33
Player A=) 0 0.6.3  -3.0.3

Notes: This figure describes the game form played in the Mandatory Transfer Condition, the Mandatory
Transfer Game, I')s. Payoffs excluding endowments are presented as (payoff A, payoff B, payoff C). The
figure presents final payoffs. In the experiment, subjects were not presented with final payoffs, but stage
payoffs. That is the second stage, possible choices and payoff consequences were identical to the No
Transfer Condition. Coordinated outcomes are shaded.

As we will explain in the following subsection, some theories (distributive preferences)
predicting that a transfer will improve coordination apply regardless of whether the trans-
fer is voluntary or mandatory, whereas others (forward induction and signalling) only ap-
ply if the transfer is voluntary. Thus by comparing coordination rates in the Mandatory
Transfer Condition to those in the Voluntary Transfer Condition we can identify which
of the two types of theory explain why redistribution improves coordination.

Our design choice to decouple second stage and final payoffs is important in ensur-
ing that the second stage coordination game is identical across conditions. Subjects in
all conditions are presented with identical second stage choices and second stage payoff
possibilities. For example, in the Mandatory Transfer Condition, subjects are asked for a
choice given that the payoff implications are the stage payoffs (i.e. Figure 1 payoffs), not
final payoffs (i.e. Figure 4 payoffs). This decoupling of stage payoffs is important as it
limits the extent to which gravitate towards the perfectly equal outcome. If it were not
for this, we may overestimate the coordinating power of redistribution in our experiment
due to the salience of the perfectly equal payoff possibility (Schelling 1960; Van Huyck et
al. 1992; Lépez-Pérez et al. 2015; Bett et al. 2016).

In all conditions, subjects interact anonymously via computers, are randomly alter-
nated between each of the three player roles, and interact repeatedly with randomly
matched groups. This design removes dynamic incentives (e.g. reputation-building), but
allows for learning to occur.

We now analyse the game in each condition to form predictions.



2.1 Theoretical predictions

Where possible, we identify conditions under which players coordinate in each game.

I. The No Transfer Game

I'y has two pure strategy Nash Equilibria (NE): High-Low and Low-High. The symmetry
of the game makes coordination particularly difficult. The mixed strategy equilibrium
involves each player choosing high with probability %.6 While previous research suggests
that player/action labels (Crawford et al. 2008) or that A is forced to not transfer before
the coordination game (cf. Huck and Miiller 2005) may improve coordination, the effects
are likely to be relatively small. We thus predict the mixed strategy NE will be played.

Observation 1 (Mixed strategy NE of I'y). In the mized strategy NE of I'y, A plays
High with probability % and B plays High with probability %

II. The Voluntary Transfer Game

First notice that 'y has multiple equilibria (there are five pure strategy SPE: {NHH, LL},
{NHL,LH}, {TLH,HL}, {NLH,HL} and {NLL,HH}). Despite this, there are at
least three reasons to believe coordination is possible.

Distributive preferences

There is considerable experimental evidence that individuals have distributive pref-
erences (e.g. Fehr and Schmidt 2006). Such preferences cannot lead to coordination in
the No Transfer Game given how symmetric the game is, but they may do so in the Vol-
untary Transfer Game. To illustrate, we identify the effect of one important motivation:
inequity-aversion, where players have a preference for minimising payoff differences (Fehr
and Schmidt 1999).

Let I be the set of players, m; be i’s payoff and 7 be a payoff vector. Suppose player
1’s preferences are represented by

(67 62
U,L(ﬂ') =T; — 5 Z max{ﬂj — 7T2',0} - 5 Z max{m - 7Tj70}7

jen\{i} jen\{i}

where «; and (; represent i’s sensitivity to disadvantageous and advantageous inequality
respectively, satisfying 0 < 3; < a;.”

6Each player must be indifferent between their action choices in a non-degenerate mixed strategy
equilibrium. For example, B playing High with probability % achieves this for A: A’s expected payoff
from High is then 2(0) + £(6) = 2 which equals her expected payoff from Low, 2(3) + £(0) = 2.

"We allow for stronger preferences against inequity than Fehr and Schmidt (1999) in that we do not

impose g; < 1.



Observation 2 (Inequity-aversion in I'v). For all ay + 84 > 2 and Bp > 2 + %,

a. if fa < %, there exists a unique SPE, {THH, HL},
b. if Ba > 3, the set of SPE is ({THH,HL},{TLH,LL}).

In either case, THL is played on path in all SPE.

Proof: See Appendix A.

The result implies that coordination is possible in the Voluntary Transfer Game, if
players are sufficiently inequity-averse. To understand why Transfer then High-Low is
played, reason as follows. First note that if B is sufficiently inequity-averse then the
unique NE in the subgame following A choosing to Transfer is High-Low. To see why
Low-High is not a NE in this subgame, consider B’s incentives. If B were to deviate to
Low, his material payoff would fall, thus his utility would decrease. However, the more
equitable payoff distribution implies that his utility would increase. If B cares sufficiently
about avoiding inequities, the latter is larger than the former and thus B would deviate,
implying Low-High is not a NE in this subgame.

Second, if both players are sufficiently inequity-averse, in the subgame following No
Transfer only High-High and Low-Low can be NE as they give perfect payoff equality (all
players receive a payoff of zero). Given optimal second stage behaviour, in the first stage
A would choose to Transfer as it gives a higher material payoff and has no effect on payoff
differentials.

Forward induction

Our second route to coordination relies on the sequential nature of the Voluntary
Transfer Game. In the No Transfer Game, B does not learn anything from A’s first-stage
choice, since A was forced to not transfer (i.e. had no choice). In the Voluntary Transfer
Game, A actively chooses whether or not to transfer. Forward induction is the idea that
one can use a player’s past choices to predict her future choices (van Damme 1989; Ben-
Porath and Dekel 1992). A’s choice to transfer or not may signal A’s intended behaviour
in the battle of the sexes to B. The availability of such signals may help coordination.

Our next observation is based on such forward induction reasoning.

Observation 3 (Forward induction in I'y). The forward induction solutions of I'y are
{NHH,LL} and {NHL,LL}. Forward induction implies a unique path of play, NHI.

Proof: See Appendix A.

The intuition behind why forward induction predicts No transfer followed by High-
Low is identical to that found in money burning games (e.g. Ben-Porath and Dekel 1992).
To see it here, consider the following two steps of reasoning:
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Step 1: It cannot be rational for A to play Transfer followed by Low, as her payoff
would be weakly greater if she plays No transfer followed by Low. Given this, if B observes
A playing Transfer he must infer that A plans to then play High, thus B best-responds
with Low and A gets a payoff of three.

Step 2: Given that A can get a payoff of three for sure by playing Transfer, it cannot
be that A plays No Transfer and then plans to play Low, as she would then get weakly
less than three. Thus by choosing No Transfer A signals to B that she intends to then
play High, to which B best-responds with Low, securing A a payoff of six.

Signalling altruism

Our final path to coordination involves a different form of signalling. The model
below (based on Levine 1998, cf. Benabou and Tirole 2006) captures how A may use her
transfer choice to signal her privately known degree of altruism to B. Doing so may help
coordination.

Let A’s preferences be represented by the utility function Uy = w4 + o, (75 + 7¢),
where 7 € {g,m} is A’s altruism type (either generous, g, or miserly, m) and ay > v, = 0.
Let p € {0,1} be the prior probability that A is of type g. A strategy for A is denoted by
si(7), a pure strategy for each type of A. Let B maximise his material payoff. Given these
preferences, we identify sequentially strict separating Perfect Bayesian Equilibria (PBE).

Observation 4 (Signalling altruism in I'y). For oy > 1, there exists a unique se-
quentially strict separating PBE described as follows: s%(g) = THL, s%(m) = NHL and
sp=LH.

Proof: See Appendix A.

The result predicts that a generous type A would choose Transfer and then Low-High
will be played; and a miserly type A would choose No Transfer and High-Low would be
played.

For some intuition, reason as follows. First note that neither type of A would want
to mis-coordinate (play High-High or Low-Low) as unilateral deviation can increase both
own and others’ material payoffs. Comparing payoffs in the two remaining coordination
game outcomes, notice that A and B are playing a zero sum game. Note also that a
generous A is sufficiently altruistic such that she would be willing to sacrifice a unit of her
own payoff to increase the other player’s payoff by a unit. This means transferring and
coordinating on Low-High is a credible signal of her type as a miserly type would not be
willing to make such a sacrifice. Conversely, this makes not transferring then coordinating
on High-Low a credible signal for the miserly type.

11



Table 1 summarises our predictions for the Voluntary Transfer Game.

Table 1: Summary of predictions in I'y,

Path of play Off-path behaviour
Inequity-aversion Transfer-High-Low High-High or Low-Low
Forward induction No Transfer-High-Low High-Low
. . . if A altruistic Transfer-Low-High High-Low
Signalling altruism if A not altruistic No Transfer-High-Low Low-High

Notes: The table summarises the path of play and off-path behaviour predicted by each theory.

III. The Mandatory Transfer Game
Notice that the coordination problem still exists in 'y, (High-Low and Low-High are both
still NE), coordination may nonetheless be possible as we explain below.

Neither forward induction nor signalling imply coordination in the Mandatory Transfer
Game as A does not make an active choice before the coordination game. Inequity-aversion
can however imply coordination. This allows us to separate the effect of inequity-aversion
from forward induction and signalling. Recall the definitions for inequity-aversion (Fehr
and Schmidt 1999) presented in our analysis of the Voluntary Transfer Game.

Observation 5 (Inequity-aversion in I'y). For all fp > 2 + <£, High-Low is the
unique NE of T'y;.

Proof: See Appendix A.

The result implies that coordination is possible in the Mandatory Transfer Game if B is
sufficiently inequity-averse. The intuition behind this result is identical to that explaining
why inequity-aversion can imply coordination in the subgame following Transfer in the
Voluntary Transfer Game (see the first paragraph after Observation 2).

2.2 Hypotheses

Using the predictions from 2.1, we now formulate hypotheses about whether voluntary
redistribution can improve coordination, and if so, why. Since none of our lines of reason-
ing predicted players playing High-High or Low-Low on path, we refer to coordination as
playing either High-Low or Low-High.

12



Does voluntary redistribution improve coordination?

Given that none of our theoretical motivations suggested coordination in the No Trans-
fer Condition, while several did in the Voluntary Transfer Condition (Observations 2-4
and Table 1), we have the following hypothesis.

Hypothesis 1. Coordination rates will be higher in the Voluntary Transfer Condition
than the No Transfer Condition.

One might think that coordination is very likely when there are several reasons why
players coordinate in the Voluntary Transfer Condition. However, this is not necessarily
the case. The problem is that the behaviour to coordinate on is dependent on the expla-
nation for coordination. For example, how should players coordinate if A plays Transfer?
If players were inequity-averse, they should coordinate on High-Low (Observation 2). By
contrast if A was signalling her altruism, they should coordinate on Low-High (Observa-
tion 4).

At the start of the experiment, subjects do not know others’ preferences and reasoning
processes, so coordination rates will presumably be relatively low (perhaps 50%) due to
the confusions just highlighted. Importantly, subjects interact repeatedly in our experi-
ment, albeit with stranger matching. Through repetition they would learn about others’
preferences and reasoning. Norms of how they coordinate after A’s choice to Transfer
or Not Transfer will develop, implying coordination rates will increase over time in the
Voluntary Transfer Condition. Thus the assumptions behind our predictions are more
likely to hold towards the end of the experiment.

Why might voluntary redistribution improve coordination?

The remaining hypotheses are based on instances where different theoretical motiva-
tions make different predictions. This allows us to discriminate between different expla-
nations as to why voluntary redistribution might improve coordination.

Recall that inequity-aversion predicted coordination in both the mandatory and the
voluntary conditions, while forward induction and signalling predicted coordination only
in the voluntary condition. This motivates our second hypothesis.

Hypothesis 2. Coordination rates in the Voluntary Transfer Condition will be:

a. (Inequity-aversion) No different from those in the Mandatory Transfer Condition;
b. (Forward induction and signalling) Higher than those in the Mandatory Transfer
Condition.

Comparing coordination in the No Transfer Condition with the Voluntary Transfer
Condition conditional on A having chosen not to transfer, we identify the coordination
effect of a voluntary choice to not transfer. Again our different theories make different
predictions.

13



Hypothesis 3. Coordination rates in the Voluntary Transfer Condition conditional on
A choosing not to transfer will be:

a. (Inequity-aversion) No different from those in the No Transfer Condition;

b. (Forward induction and signalling) Higher than those in the No Transfer Con-
dition.

A similar hypothesis can be stated for the comparison between the Mandatory Transfer
Condition and the Voluntary Transfer Condition conditional on a transfer.

Hypothesis 4. Coordination rates in the Voluntary Transfer Condition conditional on
A choosing to transfer will be:

a. (Inequity-aversion) No different from those in the Mandatory Condition;

b. (Forward induction and signalling) Higher than those in the Mandatory Condi-
tion.

Finally, each theory predicts different choices within the Voluntary Transfer Condition,
giving our last hypothesis.

Hypothesis 5. In the Voluntary Transfer Condition subjects play:

a. (Inequity-aversion) Transfer-High-Low and either High-High or Low-Low off-path;
b. (Forward induction) No Transfer-High-Low and Low-High off-path;

c. (Signalling altruism) If A is altruistic, then Transfer-Low-High and High-Low off-
path; if A is not altruistic, then No Transfer-High-Low and Low-High off-path.

As already argued, learning could be very important in the Voluntary Transfer Con-
dition. The hypotheses are thus most likely to hold later in the experiment.

2.3 Experimental procedures

The experiment was run using z-tree (Fischbacher 2007) at the MELESSA laboratory of
the Ludwig Maximilian University of Munich, Germany. We conducted six sessions, two
per condition. A session lasted approximately 60 minutes and involved 24 subjects (144
in total). Subjects were recruited via ORSEE (Greiner 2015) and participated in only
one session.

Subjects were randomly allocated to a computer station with printed instructions (see
Appendix C). The instructions described a three player game with a Player A who could
make a choice before playing a battle of the sexes game with Player B. The instructions
highlighted the existence of a passive third player, C. These basic descriptions of the
game were identical for all subjects and conditions. Condition and decision differences
were only specified on-screen.

In each session we ran one condition only. In the No Transfer and Mandatory Transfer
Conditions, subjects were told on-screen that the first stage choice was not made available
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to A and that Transfer or No Transfer had been imposed. Subjects in Voluntary Transfer
Condition were made aware that Transfer or No Transfer in the first stage would be
actively chosen by A.

In each session, the condition game was repeated for 10 periods, where each period
consisted of three subperiods. Each subperiod ran as follows: a group of three subjects
was randomly formed, each subject was assigned a player role and the condition game
was played once; then groups were broken up. Each subject played all three player roles
within a period: a different one in each subperiod, in a randomly determined order and
with different randomly chosen partners. This ensured that subjects played each role
equally often and stranger matching across subperiods. Re-matching subjects at each
subperiod allows us to observe whether subjects systematically modify their behaviour
without being credibly able to influence others’ future choices by acting strategically.
Subjects were only informed of the outcomes of the three subperiods at the end of each
period.

Earnings were measured in Tokens throughout the experiment. For each subject, one
subperiod was randomly selected and the subject earned whatever their final payoff was
in that subperiod, we thus avoid income effects. Together with the stranger matching
protocol, this yields 480 independent observations per condition using each coordinating
couple A and B in each period as an observation unit.

The experiment began after the instructions were read out loud and questions answered
privately. After the experiment we elicited social value orientations and collected data on
the subject’s gender, age and general trust attitude on a Likert scale. Average earnings
were approximately €14.

3 Results

In this section we present analyses of the hypotheses presented in Section 2.2. Our main
focus is on how a voluntary transfer affects coordination and the explanation for the
effect.”

8 Assuming a 10% difference centred around 0.5 in the proportion of times subjects coordinate on a
specific outcome across conditions gives a power of 0.87 at 5% significance level. Using the frequencies
with which subjects in Huck and Miiller (2005) coordinate on PY (High-Low in our paper) across the
battle of the sexes and Burn conditions in their study, our power is close to 1.

90nly experimental data and analysis relevant to testing our hypotheses are presented in the main
text. Further data analysis is found in Appendix B.
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3.1 Does voluntary redistribution improve coordination?

For an initial impression of how voluntary redistribution affects coordination, Figure 5
shows coordination rates by condition and Figure 6 the rates over time.'°

Figure 5: Coordination rates by condition

Coordination rate

Mo Transfer Mandatory Transfer Voluntary Transfer
Condition Condition Condition

Notes: This figure depicts the coordination rate by condition. The coordination rate is the
share of times that High-Low or Low-High was played.

Figure 6: Coordination rates by condition over time

Coordin%tion rate 7
1 1

A
1

Period

———— Mo Transfer Condition
— — - Voluntary Transfer Condition

Mandatory Transfer Condition

Notes: This figure depicts the coordination rate by condition and period. The coordination
rate is the share of times that High-Low or Low-High was played.

0Randomisation into conditions was made at session level as discussed in Section 2.1. We thus test for
differences across conditions in subject observables. Subjects’ genders, ages, occupations and SVO-scores
are not significantly different across conditions (Kruskall-Wallis tests do not reject the null of equality
for gender (p = 0.341), age (p = 0.483), occupation (p = 0.921) and SVO score (p = 0.428)).
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Testing Hypothesis 1

The coordination rate in the No Transfer Condition was 47.7%, whereas that in the
Voluntary Transfer Condition was 62.7%, a statistically significant difference (Fisher’s
Exact test, p < 0.001).

As discussed in Section 2.2 it was not obvious that coordination would be higher
early on in the Voluntary Transfer Condition due to the different paths to coordination
predicted theoretically (Table 1). However Figure 6 suggests that the difference between
the Voluntary Transfer and No Transfer Conditions emerges within a few periods. This
is particularly striking given that we used a stranger matching design. Whether this
difference is statistically significant in each period is hard to see from the figure.

To better see when the Voluntary Transfer Condition gives a statistically significant
higher coordination rate, we pooled data from the No Transfer and Voluntary Transfer
Conditions and estimated period-wise Linear Probability Models where the dependent
variable was a dummy for coordination. The independent variables were a dummy for the
Voluntary Transfer Condition and controls for subperiods. We used robust standard errors
clustered at session level. Figure 7 presents the coefficient estimates and 95% confidence
intervals from the period-wise Linear Probability Models.

Figure 7: The effect of a voluntary transfer option on
coordination

Yoluntary Condition coefficient estimate

0 2 ¢ 0 8 10
Notes: This figure displays treatment effect estimates and 95% confidence intervals from period-
wise OLS regressions where the dependent variable is Coordination (a dummy for whether or not
the group coordinated). Data from the No Transfer and Voluntary Transfer Conditions were pooled,
the treatment is a dummy variable for the Voluntary Transfer Condition. Controls for the subperiod
were included and robust standard errors clustered at session level were used.

Notice the slight upward trend over time in the difference between coordination in
the No Transfer and Voluntary Transfer Conditions and that the difference becomes sta-
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tistically significant by period four.!’ The difference is driven primarily by coordination
increasing in the Voluntary Transfer Condition and that in the No Transfer Condition
remaining roughly constant (see Figure 6). This is consistent with our conjecture that
learning via repeated interaction would be particularly helpful for coordination in the
Voluntary Transfer Condition.

All of the above provide strong support for Hypothesis 1.

Result 1. Coordination rates in the Voluntary Transfer Condition are higher than in the
No Transfer Condition. The difference increases over time.

The result is clear evidence that a voluntary redistribution option can improve coordi-
nation. Next we investigate why a voluntary redistribution option improves coordination.

3.2 Why does voluntary redistribution improve coordination?

As explained in Section 2, different theories predict different behaviour in our conditions.
We are thus able to discriminate between competing explanations for why a voluntary
transfer option increases coordination. To separate inequity-aversion from forward induc-
tion and signalling we examine behaviour across all three conditions (see Hypotheses 2-4).
To separate forward induction from signalling we examine behaviour within the Voluntary
Transfer Condition (see Hypothesis 5).

Testing Hypothesis 2

Whether a transfer is voluntary or mandatory has no effect on the possible payoff
distributions, thus inequity-aversion predicted no difference in coordination between the
Voluntary and Mandatory Transfer Condition. In sharp contrast, for forward induction
or signalling to increase coordination the transfer must be voluntary, thus these theories
predicted higher coordination in the Voluntary condition than the Mandatory condition.

We find that the difference in coordination rates between the Mandatory and Volun-
tary Transfer Conditions is not statistically significant (Fisher’s Exact test, p < 0.001),
implying that inequity-aversion explains why transfers increase coordination.

Despite there being no difference on aggregate, Figure 6 suggests dynamic differ-
ences, driven primarily by the very volatile coordination rate in the Voluntary Transfer
Condition in the first two-thirds of the experiment. To better see when the Voluntary
Transfer Condition gives a statistically significant higher coordination rate, we pooled
data from the Mandatory and Voluntary Transfer Conditions and estimated period-wise
Linear Probability Models where the dependent variable was a dummy for coordination.
The independent variables were a dummy for the Voluntary Transfer Condition and con-
trols for subperiods. We used robust standard errors clustered at session level. Figure

11 We obtain qualitatively similar results when we: estimate Logit or Probit regressions; do or do
not include robust standard errors clustered at session level and subperiod controls; estimate subperiod-
period-wise rather than period-wise models; bootstrap standard errors.
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8 presents the coefficient estimates and 95% confidence intervals from the period-wise
Linear Probability Models.

Figure 8: The effect of a voluntary- relative to a
mandatory transfer option on coordination

o~

-1 0 A
| |

Voluntary Condition coefficient estimate

-2

Period

Notes: This figure displays treatment effect estimates and 95% confidence intervals from period-
wise OLS regressions where the dependent variable is Coordination (a dummy for whether or not
the group coordinated). Data from the Mandatory Transfer and Voluntary Transfer Conditions
were pooled, the treatment is a dummy variable for the Voluntary Transfer Condition. Controls for
the subperiod were included and robust standard errors clustered at session level were used.

Differences in coordination rates are not statistically significant between the conditions
in most periods.'? It is hard to see any dynamic patterns at this level of aggregation.

To further investigate whether there are any dynamic patterns, we again pooled data
from the Mandatory and Voluntary Transfer Conditions, but this time estimated Linear
Probability Models period-subperiod-wise, rather than period-wise. Once again, the de-
pendent variable was a dummy for coordination; the independent variable was a dummy
for the Voluntary Transfer Condition and we used robust standard errors clustered at
session level. Figure 9 presents coefficient estimates and confidence intervals from this
analysis.

12\We obtain qualitatively similar results when we: estimate Logit or Probit regressions; do or do
not include robust standard errors clustered at session level and subperiod controls; bootstrap standard
errors.
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Figure 9: The effect of a voluntary- relative to a
mandatory transfer option on coordination
(by period-subperiod)

Voluntary Condition coefficient estimate

Period-round

Notes: This figure displays treatment effect estimates and 95% confidence intervals from period-
subperiod-wise OLS regressions where the dependent variable is Coordination (a dummy for whether
or not the group coordinated). Data from the Mandatory Transfer and Voluntary Transfer Condi-
tions were pooled, the treatment is a dummy variable for the Voluntary Transfer Condition. Robust
standard errors clustered at session level were used.

The difference in coordination rates is clearly a lot less in later period-subperiods than
earlier period-subperiods. For example, in the first two thirds of the experiment (period-
subperiods 1-20), there is a statistically significant difference in coordination between the
two conditions in 12 out of 20 period-subperiods. In the final third (period-subperiods
21-30) there was only one such period-subperiod.'® This is consistent with the idea that
after learning the two transfer conditions have the same coordination rate, in line with
inequity-aversion, but not forward induction and signalling.

Result 2. Coordination rates in the Voluntary Transfer Condition are not significantly
different from the Mandatory Transfer Condition. This is particularly true in later periods.

We cannot yet conclude that forward induction and signalling do not play a role in
explaining why voluntary redistribution improves coordination. To more clearly identify
their role, if any, we test Hypotheses 3-5.

13We obtain qualitatively similar results when we: estimate Logit or Probit regressions; do or do not
include robust standard errors clustered at session level; bootstrap standard errors.
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Testing Hypothesis 3

Whether A chooses not to transfer or has no option to transfer does not affect the
possible payoff distributions. Thus inequity-aversion predicted identical coordination in
the No Transfer Condition and the Voluntary Transfer Condition conditional on A choos-
ing to not transfer. By contrast, both forward induction and signalling rely on an active
choice to not transfer, thus they predicted higher coordination in the Voluntary Transfer
Condition conditional on A choosing to not transfer than the No Transfer Condition.

We find that the coordination rate in the Voluntary Transfer Condition conditional
on A choosing not to transfer is 42.7%. This is not significantly different from the 47.7%
coordination in the No Transfer Condition (Fisher’s Exact test, p = 0.389), consistent
with inequity-aversion.

To identify any dynamic patterns, we pooled data from the No Transfer Condition
with that from the and Voluntary Transfer Condition conditional on A not transferring
and estimated period-wise Linear Probability Models where the dependent variable was
a dummy for coordination. The independent variables were a dummy for the Voluntary
Transfer Condition and controls for subperiods. We used robust standard errors clustered
at session level. Figure 10 presents the coefficient estimates and 95% confidence intervals
from the period-wise Linear Probability Models. Note that in most periods there is not a
statistically significant difference in coordination across the two conditions.

Figure 10: The effect of a voluntary no transfer
relative to a forced no transfer on coordination

<

Voluntary Condition|No Transfer coefficient estimate

0 2 4 6 8 10
Period
Notes: This figure displays treatment effect estimates and 95% confidence intervals from period-
wise OLS regressions where the dependent variable is Coordination (a dummy for whether or not
the group coordinated). Data from the No Transfer Condition and Voluntary Transfer Condition
given No Transfer was chosen were pooled, the treatment is a dummy variable for the Voluntary
Transfer Condition given Transfer was chosen. Controls for the subperiod were included and robust
standard errors clustered at session level were used.!!
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Result 3. Coordination rates in the Voluntary Transfer Condition conditional on A
choosing not to transfer are not significantly different from those of the No Transfer Con-
dition.

This is our second result consistent with inequity-aversion and inconsistent with for-
ward induction and signalling. So far there is no evidence that forward induction or
signalling explain why a voluntary redistribution option increases coordination.

Testing Hypothesis 4

Whether A chooses to transfer or is coerced to transfer does not affect the possi-
ble payoft distributions. Thus inequity-aversion predicted identical coordination in the
Mandatory Transfer Condition and the Voluntary Transfer Condition conditional on A
choosing to transfer. By contrast, both forward induction and signalling rely on an ac-
tive choice to transfer, thus they predicted higher coordination in the Voluntary Transfer
Condition conditional on A choosing to transfer than the Mandatory Transfer Condition.

We find that the coordination rate in the Voluntary Transfer Condition conditional on
A choosing to transfer is 82.0%. This is significantly higher than the 66.4% coordination
in the Mandatory Transfer Condition (Wilcoxon Rank Sum test, p < 0.001). Unlike
previous pieces of evidence, this is consistent with forward induction and signalling, but
inconsistent with inequity-aversion.

To identify any dynamic differences, we pooled data from the Mandatory Transfer
Condition with that from the and Voluntary Transfer Condition conditional on A trans-
ferring and estimated period-wise Linear Probability Models where the dependent variable
was a dummy for coordination. The independent variables were a dummy for the Vol-
untary Transfer Condition and controls for subperiods. We used robust standard errors
clustered at session level. Figure 11 presents the coefficient estimates and 95% confidence
intervals from the period-wise Linear Probability Models. Notice that the difference in
coordination between the two conditions is increasing over time.!

22



Figure 11: The effect of a voluntary transfer relative
to a forced transfer on coordination

Voluntary Condition | Transfer coefficient estimate

T T T T T T
0 2 4 6 8 10
Period

Notes: This figure displays treatment effect estimates and 95% confidence intervals from period-
wise OLS regressions where the dependent variable is Coordination (a dummy for whether or not the
group coordinated). Data from the Mandatory Transfer Condition and Voluntary Transfer Condition
given Transfer was chosen were pooled, the treatment is a dummy variable for the Voluntary Transfer
Condition given Transfer was chosen. Controls for the subperiod were included and robust standard
errors clustered at session level were used.

Result 4. Coordination rates in the Voluntary Transfer Condition conditional on A
choosing to transfer are significantly higher than those in the Mandatory Transfer Condi-
tion. This difference increases over time.

As explained earlier, inequity-aversion predicted that a transfer should have the same
effect whether it is voluntary or coerced. Result 4 is clearly inconsistent with this predic-
tion. It is however consistent with forward induction and signalling, which both predicted
a voluntary transfer can coordinate behaviour better than a coerced one.

This is our first clear evidence suggesting that forward induction or signalling may
explain why a voluntary redistribution option increases coordination. To further discrim-
inate between these explanations, we now test our hypothesis on behaviour within the
Voluntary Transfer Condition.

Testing Hypothesis 5

Recall that different theories made different predictions for on- and off-path behaviour
in the Voluntary Transfer Condition (see Table 1 and Hypothesis 5). Examining choices
in this condition can thus help us identify which theory best explains why a voluntary
transfer option increases coordination. Table 2 presents the relative frequencies of choices
in the Voluntary Transfer Condition.
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Table 2: Relative frequency of choices and outcomes
in the Voluntary Transfer Condition

Panel A: Aggregate

480 obs. Player B
High  Low
High 31.46 55.62 87.08
Player A7 0 708 5.83 12.91
38.54 61.45

Panel B: Following A choosing not to transfer

246 obs. Player B
High  Low
High 45.12 32.11 77.23
Player A 1057 12.19 922.76
55.69 44.3

Panel C: Following A choosing to transfer

234 obs. Player B
High Low
High 17.09 80.34 97.43
Player A=\ 171 0.85 2.56
18.8 81.19

Notes: This table displays the percentage of times each second-stage outcome was played in the
Voluntary Transfer Condition: on aggregate (Panel A), following A choosing not to transfer (Panel
B) and following A choosing to transfer (Panel C). The percentage of times a particular action was
played is stated on the right and below each table. Coordinated outcomes are shaded.

Notice that A chose to transfer 48.8% (234/480) of the time. In Section 2.1 we fo-
cused on identifying conditions implying a unique equilibrium. Aside from our model
of signalling altruism where due to incomplete information both of A’s first stage action
choices are on path in the unique equilibrium, all other models gave degenerate paths
of play. At this aggregate level, it is thus impossible that a single model can explain all
subject behaviour. We examine second stage behaviour in detail to see which model best
fits the data.

First consider behaviour following A choosing to not transfer. As already noted,
coordination is only 42.68%, which is not significantly different from the coordination in
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the No Transfer Condition. This is inconsistent with theories predicting that A would
not transfer then players would coordinate (forward induction and signalling altruism).

Now consider behaviour following A choosing to transfer. The data is once again in-
consistent with signalling altruism in that it predicted Low-High would be played when
A transfers, but this occurs a mere 1.7% of times. Inequity-aversion and forward induc-
tion predicted High-Low, which is more consistent with the data. Following a history
of A transferring High-Low is played 80.3% of the time. This constitutes 97.9% of all
coordination when A transfers.

Technically, only inequity-aversion predicted Transfer-High-Low on-path. However,
one step of forward induction reasoning would give the same on path prediction (see Step
1 in the explanation below Observation 3).

We had conjectured that since different motivations and reasoning processes implied
different coordinated behaviour, learning would be important in the Voluntary Transfer
Condition. After sufficient interaction subjects would learn about others’ motivations
and reasoning processes and thus be able to coordinate. Figure 12 illustrates that indeed
behaviour is non-stationary over time.

Figure 12: Relative frequency of
A choosing to transfer and coordination in the
Voluntary Transfer Condition by period

Period

Transfer — — — Coordination | Transfer
--------- Coordination | Mo Transfer

Notes: This figure depicts the relative frequency of transferring and coordination in the Voluntary
Transfer Condition by period. “Transfer” represents the share of times A chose to transfer. “Coor-
dination | No transfer” represents the share of times players coordinate following A choosing not to
transfer. “Coordination | Transfer” is defined analogously.

Notice that the coordination rates conditional on each of A’s transfer choices diverge
over time. Since transferring leads to increasingly higher coordination, it is not surprising
that A transfers more frequently over time. To better understand why the coordination
rates diverge, consider second stage choices over time.

25



Figure 13: Relative frequency of second-stage choices
in the Voluntary Transfer Condition by period
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Notes: This figure depicts the share of times each second-stage choice is made in the Voluntary
Transfer Condition by period. Each line depicts the share of time the named action is picked
conditional on the first-stage choice. E.g. “High | Transfer” represents the share of times player B
chooses High given that A chose to transfer in the first stage.

Note that after choosing Transfer, A almost always chooses High. Over time B learns
this and thus chooses Low increasingly often as the session proceeds.'* Thus conditional
on A having chosen Transfer, coordination increases over time.

By contrast, notice that there is little improvement in coordination when A chooses
No transfer. While A chooses High more often over time, B does not choose Low any
more frequently, implying persistent miscoordination.

Given the above evidence of learning, it is useful to conduct the analysis separately
for earlier and later periods. Table B3 in Appendix B details the relative frequency of
choices and outcomes in periods 8-10. The qualitative features discussed in relation to
Table 2 are even stronger in later periods.

Result 5. In the Voluntary Transfer Condition:

a. Transfer is chosen (45.8%/55.6%) of the time in periods (1-7/8-10),

b. The coordination rate is (45.0%/42.5%) after A does not transfer and (79.9%/86.3%)
after A does transfer in periods (1-7/8-10);

c. Of all coordination following A choosing to transfer, (96.7%/100%) is on High-Low
in periods (1-7/8-10).

To summarise, Table 3 describes the share of outcomes that each theory predicts
correctly.

14The relatively slow learning speed may be due to the stranger matching design.
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Table 3: Percentage of outcomes of the Voluntary
Transfer Condition consistent with predictions

Path of play Including off path

Periods All -7 810 Al -7 810
Inequity-aversion  39.17 35.41 47.92 68.54 65.18 73.61
Forward induction 16.45 16.37 16.67 55.62 51.78 64.58
Signalling altruism 17.29 17.56 16.67 17.29 17.56 16.67

Notes: This table displays the percentage of times outcomes consistent with theoretical predictions
were played in all periods, in periods 1-7 and 8-10. “Path of play” refers to the relative frequency that
the path of play was predicted correctly. “Including off path” refer to the relative frequency that the
path of play or off path behaviour were predicted correctly. The large difference in the explanatory
power of forward induction on- and off-path is due to subjects only behaving consistently with one
step of forward induction.

4 Discussion and Conclusion

Coordination problems are a major social challenge, especially in a world where interac-
tions with others seem to increase over time. As we interact, we accumulate information
about others’ past behaviours. Since we often use decision heuristics, such information
may be used when making decisions in coordination situations. We examined whether
past behaviours (and knowledge of such behaviour) in other situations can help equilib-
rium selection in current coordination problems.

The particular past behaviour we studied is voluntary redistribution and how past
redistribution can act as a potential coordination device. It is important to note that
we focus on past behaviour in other situations, not learning and adaptation within the
coordination situation itself (e.g. Van Huyck et al. 1997). While redistribution is usually
justified on normative grounds centred on equity principles, our analysis suggests a posi-
tive justification, that it can improve coordination (cf. Bardhan 1996; Bowles and Gintis
1998).

To explore this mechanism, first we theoretically examined the effect of voluntary ex-
ante redistribution on coordination in a battle of the sexes game and identified two broad
reasons why it can improve coordination. Then we tested our predictions experimentally.

The two broad reasons why voluntary ex-ante redistribution can improve coordination
are as follows. First, redistributing before the coordination situation implies that one
equilibrium gives a more equitable payoff distribution than the other. This facilitates co-
ordination for players with distributive preferences (e.g. Fehr and Schmidt 2006). Second,
the possibility that a player can choose whether or not to transfer, implies that her choice
can signal her intended behaviour in the coordination game, thereby easing coordination.
Theories of forward induction (e.g. Ben-Porath and Dekel 1992) and signalling altruism
(e.g. Levine 1998, Benabou and Tirole 2006) imply coordination via such reasoning.
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To understand the relative importance of these explanations, we also analysed an in-
termediate game with mandatory redistribution. The key difference is that redistribution
before the coordination game is mandatory for player A. As player A has to redistribute
before the coordination game, forward induction and signalling are impossible candidates
for explaining behaviour in the Mandatory Transfer Game, while they are possible can-
didates if the transfer is voluntary.

Using three experimental conditions, our experimental design allows us to disentan-
gle the effect of distributive preferences from forward induction and signalling on coor-
dination. By comparing coordination rates in the standard battle of the sexes to the
Mandatory Transfer Game, we isolated the effect of distributive preferences. By compar-
ing coordination rates between the Mandatory Transfer Game and the Voluntary Transfer
Game conditional on a transfer being made, we isolated the effect of signalling and forward
induction.

Experimentally testing our predictions we found that having the option to voluntarily
redistribute increased coordination to 62.7% (from 47.7% in the game with no possibilities
to redistribute). Coordination in the mandatory condition was 66.4% (not significantly
different from that in the voluntary condition). One might be tempted to conclude that all
behaviour is then explained by distributive preferences, however this is not the case. In the
Voluntary Transfer Game, player A chose to transfer 48% of the time and conditional on A
transferring, the coordination rate was 82.0%, significantly higher than the coordination in
the Mandatory Transfer Game. The only difference between the Voluntary Transfer Game
conditional on a transfer and the Mandatory Transfer Game is that a player actively chose
to transfer in the former game. Thus only signalling or forward induction can explain this
difference.

Analysing choice data in more detail, we found that overall behaviour was most consis-
tent with predictions based on distributive preferences and one-step of forward induction
reasoning, rather than two steps of forward induction or signalling.

The benefit of a lab experiment is of course the ability to gather precise behavioural
data in a controlled environment where causality is clear. Having said this, all experiments
need to be calibrated using specific figures and this raises the question of how specific our
results are to the figures used in our design. To understand the implications of our study
on real world behaviour, we reconsider two central questions in light of it: Can voluntary
redistribution improve coordination? And if so, why does it work?

Can voluntary redistribution improve coordination?

The theoretical analysis in Section 2.1 clearly illustrated that redistribution can im-
ply coordination. It is encouraging that our overarching hypothesis, that the possibility
to choose to redistribute before a coordination situation can improve coordination, was
supported by the experimental data. However, this finding is based on the analysis of
particular games. Reflecting on the generalisability of our insight is useful.

One potentially important feature of the games studied is that exactly three payoff
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units were redistributed. This created an outcome ( High-Low following the redistribution)
that gave a perfectly equal payoff distribution. While the possibility of perfectly equal
payoffs is unlikely in the real world, progressive redistribution does typically create the
possibility of a more equal distribution (e.g. donations to charity by wealthy individuals).
For past redistribution to influence coordination, a different redistribution amount (pre-
cluding perfect payoff equality), would still imply that one Nash equilibrium is more equal
than the other. This fact would imply that many of the explanations driving coordination
in our games would still apply.

A second and related feature of our Voluntary Transfer Condition is that there was
precisely one amount that A could transfer. In the real world, one would imagine that A
could choose to transfer from a range of different amounts. Our simplification may not be
innocuous. For instance, theoretically a second-order coordination problem may be cre-
ated in that there may be many equilibria each with different amounts being transferred.
It could thus be that having the option to redistribute actually worsens coordination, as
now individuals have to solve the “redistribution amount” coordination problem too.

While we cannot provide a definitive answer on how having one redistribution amount
limits the generalisability of our results, we identify two reasons limiting the extent of
the problem. First, even if A had a range of potential transfer amounts, within some
range (i.e. neither very low nor very high), it is not clear that B would distinguish A’s
behaviour. This is especially true in the real world where the coordination situation is
often played some time after the transfer is made, thus B may not remember the exact
amount. Second, institution designers have the scope to potentially constrain the set
of feasible transfers. If redistribution with a large range of voluntary transfers worsens
coordination, they should simply limit the set of possible options.

A third feature of our redistribution environment relates to the asymmetry in the the
game form. Only player A has the option to transfer. This asymmetry created a difference
among the equilibria, thereby facilitating coordination. Suppose that both players A and
B had the option to transfer. The game would once again be perfectly symmetric, leaving
the coordination problem fully intact. Theoretically this clearly limits the usefulness of
redistribution in helping coordination.

In the real world however, it may not be so problematic since individuals are rarely
perfectly symmetric. Asymmetric family and work burdens imply that even if both A and
B had the option to transfer, it is highly unlikely that the sizes of the transfers would be
identical. The coordinating forces we have identified would then presumably apply.

Finally, it worth noting that coordination in the Voluntary Transfer Condition relied
on the sequentiality of play. In situations where the transfer choice is made concurrently
or after the coordination game, or too early in advance, there are much weaker reasons,
if any, for why it would help coordination.

Why does voluntary redistribution help coordination?
Our experiment provided direct evidence that redistribution can improve coordination.
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We cannot of course provide such direct evidence on why it works. Our design does
however allow us to discriminate between some potential explanations of why it works.
Nonetheless, some reflection on the potential explanations leads one to be cautious when
inferring individuals’ motivations.

First, our theoretical analysis intentionally focused on motivations that could lead to a
unique outcome i.e. predicted coordinated behaviour. While the motivations we studied
are not exhaustive, that they are well defined and make unique predictions makes them
falsifiable. Furthermore, some of them explain a large share of behaviour e.g. inequity-
aversion explains 73% of choices in periods 8-10 of the Voluntary Transfer Condition.'®

Second, while we believe that our analyses take the distinctive coordinating forces
within each motivation to their natural conclusion, the conditions required for coordina-
tion are noteworthy. For example, our unique equilibrium with inequity-aversion relied
on B caring more than twice as much about advantageous payoff differences than his own
material payoff.!1® If individuals do not have such an extreme level of inequity-aversion
then the theory may be less consistent with the data than it seems.

Despite such limitations, more general insights can be extracted by comparing to previ-
ous literature. For example, Huck and Miiller (2005) have shown that subjects behave con-
sistently with two-steps of forward induction reasoning in closely related money-burning
games. That the same is not true for our redistribution context (despite the theoretical
reasoning applying immediately) is an important finding in itself. Redistribution does not
appear to trigger the same motivations and reasoning processes as money-burning.

Third, many of our predictions were based on equilibrium reasoning. Subjects in our
experiment played their condition game 30 times (ten periods, three subperiods in each,
where they took on each of the three player roles in a random order). Whether or not this
is long enough for convergence to equilibrium is an empirical question. There is mixed
evidence of stationarity in behaviour towards the end of the game.!” Data on beliefs
would be needed to better assess whether subjects are playing equilibria. However, belief
elicitation is plagued with difficulties. Eliciting beliefs during the game could potentially
influence behaviour in the game, eliciting them after could mean that subjects report
beliefs that rationalise their behaviour ex-post.

Overall, our experiment has been useful in providing support to the theoretical idea
that voluntary redistribution can improve coordination. As this discussion has illustrated,
understanding the reasons why is a non-trivial endeavour, but one for which at least a
first-step has now been taken towards. We leave it to future research to examine the
robustness of our route to coordination and the reasons as to why it works.

15We have also identified the implications of focal point reasoning (Schelling 1960; Crawford et al.
2008; Tsoni et al. 2014), indirect reciprocity (cf. Rabin 1993; Dufwenberg and Kirchsteiger 2004), moral
licensing (Merritt et al 2010; Brafias-Garza et al. 2013) and team-reasoning (Bacharach 1999; Sugden
2015) in our games. Full details available on request.

6Note condition fp > 2 + % in Observations 2 and 5.

17See Figures 6, 12 and 13.
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Appendix

A. Proofs of Observations

Proof of Observation 2 (Inequity aversion in I'y) Let as+54 > 2and g > 242
(note that since Bp < ap, g > 2 + %2 implies that ap > 2+ %2 = ap > 4). To find
SPE, solve backwards.

First consider the subgame following N. Suppose HH is played following N. A does
not deviate to L if Us(HH|N) > Us(LH|N) = 0 > 3 — 24(6 —3) — 22(3 - 0) =
aq + fa > 2, which is true. B does not deviate to [ if Us(HH|N) > Ug(HL|N) =
0> 3—“73(6—3)—673(3—0) = ap + fp > 2, which is true. Thus HH is a NE of
this subgame. Now suppose HL is played following N. B deviates to h if Ug(HH|N) >
Up(HL|N) = 0 >3 —22(6 — 3) — 22(3 — 0) = a4 + 4 > 2, which is true. Thus HL is
not a NE of this subgame. Now suppose LH is played. B deviates to [ if Ug(LL|N) >
Ug(LHIN) = 0 > 6 — 22(6 —3+6 — 0) = B > 3, which is true. Thus LH is
not a NE of this subgame. Finally suppose LL is played. A does not deviate to H if
Ua(LL|N) > Us(HL|N) = 0> 6 —22(6 — 346 — 0) = 4 > 1, but does otherwise. B
does not deviate to h if Ug(LL|N) > Up(LH|N) = 0> 6—22(6 —3+6—0) = 5 > 1,
which is true. Thus LL is a NE of this subgame if g4 > %.

Now consider the subgame following T'. Suppose H H is played following T'. A deviates
to Lif Us(LH) > Ua(HH) = 0—-%(6-04+3-0) > -3—-%5(3——3+0—-3) = 0 > -3,
which is true. Thus H H is not a NE. Now Suppose H L is played following 7. A does not
deviate to L if Ux(HL) > Us(LL) = 3 > =3—%(3——34+0——3) = a4 > —3, which is
true. B does not deviate to h if Up(HL) > Ug(HH) = 3 > 0—22(3—0)—22(0— -3) =
aa+0Bp > —2, which is true. Thus HL is a NE. Now suppose LH is played following 7. B
deviates to | if Up(LL) > Up(LH) = 0—22(3—0)—22(0——3) > 6—22(6—-3+6-0) =
Bp > 2+ %2, which is true. Thus LH is not a NE. Now suppose LL is played following
T. A deviates to H if Uy(HL) > Us(LL) = 3> =3 —%2(0— —3+3——3) = as > —3,
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which is true. Thus LL is not a NE. Overall then, HL is the unique NE of the subgame
following T'.

Finally consider A’s choice at the initial node given second stage NE behaviour. If
Ba < % then HH is played following N and HL is played following T'. Given this, A plays
N it Uu(NHH,HL) > Us(THH,HL) = 0 > 3, which is false, thus A chooses T" at the
initial node. The unique SPE is thus {THH,HL}. If 54 > % either HH or LL is played
following N and H L is played following T'. Suppose H H is played following N. A plays
N if Us(NHH,HL) > Us(THH,HL) = 0 > 3, which is false, thus A plays T". Suppose
LL is played following N. A plays N if Us(NLH,LL) > Us(TLH,LL) = 0 > 3, which
is false, thus A plays T'. Hence there are two SPE, {THH,HL} and {TLH,LL}. &

Proof of Observation 3 (Forward Induction in I'y) @'y falls into the class of
games studied by Ben-Porath and Dekel (1992). Within this class, they demonstrate
that applying Iterated Elimination of Weakly Dominated Strategies (IEWDS) selects the
forward induction solution. The reduced normal form of T'y is depicted below.!®

Figure 14: Reduced normal form of I'y,

Player B
HH HL LH LL
NH- 0,0 0,0 6,3 6,3
NL- 3,6 3,6 0,0 0,0
Player A "y 3,0 3,3 -3,0 3,3
T-L 0,6 -3,0 0,6 -3,0

Apply IEWDS as follows:
Step 1: Delete T - L (weakly dominated by NH-).
Step 2: Delete HH (weakly dominated by HL in the residual game).
Step 3: Delete LH (weakly dominated by LL in the residual game).
Step 4: Delete N L- (weakly dominated by T - H in the residual game).
Step 5: Delete HL (weakly dominated by LL in the residual game).
Step 6: Delete T - H (weakly dominated by NH- in the residual game).
This leaves {NH-, LL} as the forward induction solution. H

Proof of Observation 4 (Signalling altruism in I'y) Note that in any PBE it must
be that players play the NE profiles in the final stage (i.e. HL or LH). If not, both A
and B would have an incentive to deviate in the final stage as unilateral deviation strictly
increases own and the other players’ payoffs.

18Note that NH- = {NHH,NHL}, NL- = {NLH,NLL}, T-H = {THH,TLH} and T - L =
(THL,TLL}.
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In a separating PBE, types g and m must make different choices in the transfer stage.
Consider a candidate equilibrium where a g type plays N and a m type plays 7. If
the same action profile is played in the final stage, or HL is played following N and
LH is played following T', then m would deviate to N as doing so can strictly increase
her material payoff. Thus it must be that in this candidate equilibrium, HL is played
following T" and LH is played following N. However, if that were the case, then a g type
will deviate to T"if 34+ a,(04+6) < 6+ ay(3+3) = 3 < 6, which is true. Thus there exist
no PBE where g plays N and m plays T

Now consider candidate equilibria where g plays T and m plays N. If the same action
profile is played in the final stage for all histories, then deviation in stage 1 by a m type
A does not strictly reduce A’s payoff, thus this cannot be part of a sequentially strict
PBE. If HL is played after T" and LH is played after N, then a m type can increase her
material payoff by deviating to T', thus this cannot be part of a PBE. The only remaining
possibility is that LH is played after T and HL is played after N. A m type has no
incentive to deviate to T" as doing so would reduce her material payoff. A g type does not
deviate to N if 0 + (6 + 3) > 6 4+ (3 4+ 0) = oy > 1. Thus this is a PBE. B

Proof of Observation 5 (Inequity-aversion in I'j;) See proof of Observation 2, in
the subgame following T'.

B. Additional data analysis

This appendix contains additional data analysis that is not directly relevant for testing
our hypotheses.

No Transfer Condition Versus Mandatory Transfer Condition

The coordination rate in the No Transfer Condition is 47.7%, whereas that in the
Mandatory Transfer Condition is 66.4%, a statistically significant difference (Fisher’s
Exact test, p < 0.001). The figure below depicts the dynamic statistical significance in
the difference in coordination between the two treatments.
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Figure B1: The effect of a mandatory transfer on
coordination

A 2 3
1 1 1

Mandatory Condition coefficient estimate

]
1

0 2 4 ) 6 8 10
Period

Notes: This figure displays treatment effect estimates and 95% confidence intervals from period-
wise OLS regressions where the dependent variable is Coordination (a dummy for whether or not the
group coordinated). Data from the No Transfer and Mandatory Transfer Conditions were pooled,
the treatment is a dummy variable for the Mandatory Transfer Condition. Controls for the subperiod
were included and robust standard errors clustered at session level were used.

The difference in coordination is statistically significant in albeit two periods.!!

Behaviour in the No Transfer Condition

The table below shows the relative frequency of choices and outcomes in the No Trans-
fer Condition. The coordination rate is 47.70% which is not significantly different from
the mixed strategy NE prediction of 44.4% coordination rate (a test of proportions (PR),
does not reject the null that the coordination rate equals 44.4%, p = 0.101).

Table B1: Relative frequency of choices and outcomes
in the No Transfer Condition

480 obs. Player B
High  Low

High 4042 325 72.92

Player A= o 152 11.88 27.08

55.62 44.38

Notes: This table displays the percentage of times each outcome
was played in the No Transfer Condition. The percentage of times
a particular action was played is stated on the right and below the
main table. Coordinated outcomes are shaded.
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Notice that player A subjects play High 72.9% of the time, while B plays High only
55.6% of the time, both proportions are significantly different from the predicted % prob-
ability of playing High or High (PR tests, p = 0.004 and p < 0.001 respectively). This
difference between A and B roles fits with previous literature finding that labels and
pseudo-first moves (e.g. Huck and Miiller 2005; Isoni et al. 2014) aid coordination.

As such effects are present in the Voluntary Transfer Condition, the No Transfer
Condition is an important control to separate the effect of the redistribution from such
experimental confounds.

Behaviour in the Mandatory Transfer Condition
The next table states the relative frequency of choices and outcomes in the Mandatory
Transfer Condition. When subjects coordinate, 96.2% of the time it is on High-Low.

Table B2: Relative frequency of choices and outcomes
in the Mandatory Transfer Condition

480 obs. Player B
High  Low

High 23.33 63.54 86.87

Player A= 095 10.62 13.12

25.83 74.16

Notes: The table displays the percentage of times each outcome
was played in the Mandatory Transfer Condition. The percentage
of times a particular action was played is stated on the right and
below the main table. Coordinated outcomes are shaded.

Behaviour in the Voluntary Transfer Institution periods 8-10
The following table states the relative frequency of choices and outcomes in the Vol-
untary Transfer Condition in periods 8-10.
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Table B3: Relative frequency of choices and outcomes
in the Voluntary Transfer Condition in periods 8-10

Panel A: Unconditional

144 obs. Player B
High  Low

High 29.86 64.58 94.44

Player A7\ 908 347 556

31.94 68.06
Panel B: Following No Transfer

64 obs. Player B
High  Low

High 51.56 37.50 89.06

Player A\ 469 6.25 10.94

56.25 43.75
Panel C: Following Transfer

80 obs. Player B
High  Low

High 125 86.25 98.75

Player A/ 00 1925 1.5

12,5 87.5

Notes: This table displays the percentage of times each second-
stage outcome was played in periods 8-10 of the Voluntary Trans-
fer Condition: overall (Panel A), following No transfer (Panel B)
and following Transfer (Panel C). The percentage of times a par-
ticular action was played is stated on the right and below each
table. Coordinated outcomes are shaded.

C. Instructions
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Welcome!

You are now taking part in an economic experiment which has been financed by various science
foundations. Please read the instructions carefully before the experiment starts.

These instructions are solely for your own information. Do not communicate with other people in
this room during the course of the session. Should you have any questions please ask us by raising
your hand and you’ll be answered privately.

If you violate this rule, you shall be excluded from the experiment and from all payments.

You will receive a show-up fee of 4 Euros for being here, in addition to your earnings from the
experiment.

The experiment is divided into two parts.
These instructions refer to Part I. The instructions for Part Il will be distributed at the end of Part I.

During the experiment we shall not speak of Euros but rather of Points: your entire earnings will be
computed in Points. At the end of the experiment the total amount of Points you have earned in
each Part will be converted to Euros at predefined exchange rates.

Notice: All parts are independent of each other and no behavior or earnings in one part affects
behavior and earnings in another part.

Your earnings from the experiment will be given by the sum of your earnings in the two parts.

You will be told your final earnings, including the show-up fee, at the end of the experiment. It will be
paid in cash.

The experiment is computerized; hence all your choices and actions will be made via the computer
terminal in front of you. Similarly, all the information you receive during the course of the
experiment will be given on the computer screen.

Every choice you make will be recorded in data files and linked to each other via an anonymous
identification number. Therefore we will never be able to link specific choices to the identity of the
person taking them.

Also no other person in this room will ever know which choices you made, nor will you be informed
of which person in the room made a particular choice.

The information on the following pages describes the experiment in detail.
Should you have any questions, please raise your hand.

NB: Please return all materials at the end of the experiment!




Part |

We will first describe an interaction situation between three individuals. Once we have described the
situation we will inform you of your task.

Description of the interaction situation

Imagine a group of three people. We will refer to them as the Participants of the situation and name
them Participant A, Participant B, and Participant C. Each of them has 12 Points in their own account
at the beginning of the interaction, and each will walk away with an amount of Points determined by
their choices during the interaction. Their final Points can be greater, smaller than or equal to the
initial 12 Points. The interaction situation proceeds in two stages between Participants A and C.
Participant B is a bystander and never makes a choice.

Stage 1

Participants enter Stage 1 with the 12 Points they have in their accounts.

In Stage 1, Participant A can transfer 3 points from his/her account to that of Participant B. Therefore
participant A will choose one of the two options below:

[] Option 1: Transfer 3 Points to Participant B

[1 Option 2: Don’t Transfer 3 Points to Participant B

After Participant A has made his or her choice, all Participants in the group are informed about the
decision and the number of points currently in their accounts.

Stage 2

Participants enter Stage 2 with the number of Points they had in their accounts at the end of Stage 1.
In Stage 2, Participants A and C simultaneously choose between two alternatives on how much to
increase their points by:

[1  Alternative 1: 6 Points for Participant A and 3 Points for Participant C

[1  Alternative 2: 3 Points for Participant A and 6 Points for Participant C

If they simultaneously and independently choose the same alternative, then the number of points
indicated in the chosen alternative will be added to the Points they have in their accounts. If not,
they get zero additional points.

After Participants A and C have chosen, all Participants are told the outcome and the number of
points in their accounts. The interaction then ends.



Your task

As soon as the experiment starts you will be given additional detailed information on screen.
Make sure to read that information carefully.

When the experiment starts, at the beginning of Round 1 of Period 1, you will randomly be given one
of the roles, Participant A, B, or C, and will randomly be assigned to a group of 3. You will then take
part in the interaction in the Participant role you’ve been given with the group you’ve been assigned
to (an example will be provided in the following pages).

After the interaction is over (that is, after Participants A and C made their Stage 2 choices), your
group will be broken up and Round 2 of Period 1 will start.

In Round 2 of Period 1 you will randomly be given a new role (one of the two roles you were not
assigned in Round 1: if, for example, you were assigned the role of Participant A in Round 1, in Round
2 you will be randomly assigned to the role of Participant B or Participant C) and randomly assigned
to a new group of 3. You then take part in the interaction in the new Participant role and new group
you were given. After the interaction is over, your group will again be broken up and Round 3 will
start.

In Round 3 of Period 1 you will be given the role you have not yet been assigned (continuing with the
previous example, if you were Participant A in Round 1 and Participant C in Round 2 then in Round 3
you will be Participant B), you will be assigned to a new group of 3 and take part in the interaction
again. After the interaction is over, your group will once again be broken up.

After Round 3 is over you move on to Period 2, you will receive a new group and a new role, and the
steps are repeated. This will be repeated for 10 Periods. After the 10" Period Part | will end and there
will be no more Rounds or Periods.

Notice that in each Round within a Period you will be given a different role, and that the group you
are assigned to in each Round is always randomly formed throughout the experiment.



in Role and Group

ion
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Randomi

Diagram 1

Previous
Period

T

Suppose that 24 people were taking part to the experiment with you. Let’s indicate all people by numbers from 1

to 24. Suppose also that you were person number 7 (shaded in blue). Then the assignment of roles and groups
can be exemplified by the following table:

Period i Period t+1
Round 1 Round 2 Round 3 Round 1 Round 2 Round 3
Your group Your group Your group Your group Your group Your group
Person Role Person Role Person Role Person Role Person Role Person Role
8 A 6 Fil A 2 A 23 A
B 10 B 11 B 17 B B
C I C 9 C C 5 C

The table above is an example: roles and groups will be randomly formed each Round of each Period from all
the people taking part to the experiment.

MNext
Period

E—



Your earnings from Part |

Your earnings from one specific Round will be given by the Points accumulated in your Participant’s
account under the role you’ve taken part in during that specific Round. At the end of Part I, the
software will randomly draw two numbers: one number between 1 and 10, corresponding to one of
the Periods, and one number between 1 and 3, corresponding to one of the three Rounds of a
Period. Your earnings from Part | of the experiment will be determined by the number of Points in
your account in the Period and Round corresponding to the two numbers extracted, and will be
converted into Euros at the following exchange rate: 1 Point = 0.5 Euros.

Find this illustrated in Diagram 2.

Since all choices have the same probability of being relevant for payoff, it is in your best interest to
make each choice as if it were the choice that counts.



Diagram 2: Period and Round structure, and Earnings selection

Example: Periods and Rounds

Your

Round Role

Period

Your

Earnings

A

# Points

# Points

# Points

# Points

# Points

# Points

# Points

# Points

# Points

OFA>I> @O0 @m0

# Points
# Points
# Points

The table to the left is an example! Roles will be
assigned at random, and not necessarily in the
sequence represented in the table.

To the left, you can see how the experiment is
structured in Periods and Rounds: each Period is
divided into 3 Rounds. In each Round you will take
part to the interaction in a different Role, as in the
example. In each Period you will take part in each
Role once.

Suppose that at the end the numbers were extracted

# Points

# Points

# Points

# Points

# Points

# Points

# Points

# Points

# Points

# Points

# Points

# Points

# Points

as follows:
Period extraction
Period Extracted
Number from ‘ Number 4
1to 10
Round extraction
Round Extracted
Number from # Number 2
1to3

# Points

# Points

# Points

10

# Points

WINIRPIW (N |RPJTWINIRPIW N RPITWINIRPITWINIRPIWESERPIWINIRPIWIN|IRPIW|IN|PF-
1
i

# Points

Then your earnings from Part | of the experiment will
be given by the Points earned in Round 2 of Period 4,
as illustrated in the table to the left (highlighted
Period and Round).



Part Il

In Part Il you will make a series of allocation choices among several alternatives. As in Part | of the
experiment, we will not speak of Euros, but rather Points.

The Points from Part Il will be converted into euros at a rate of

20 Points = 1 Euro (or 1 Point=0.05 Euros).

You will be randomly paired with another person, whom we will refer to as the other. You will not
know who the other person is, nor will the other person be informed about your identity.

You will be making a series of decisions about allocating resources between you and this other
person. For each of the questions, please indicate the distribution you prefer most by selecting the
corresponding button in the middle row. You can only make one choice for each question.

Your decisions will yield money for both yourself and the other person. In the example in Diagram 4
a person has chosen to distribute Points so that he/she receves 50 Points, while the anonymous
other person receives 40 Points.

Diagram 3: Example of an allocation choice

In the example below, a person chose to the allocation giving 50 Points to herself, and 40 points to
the unknown other person.

You 30 35 40 45 50 55 60 65 70
receive
0 0 0 0 ° 0 0 0 0
Other 80 70 60 50 40 30 20 10 0
receives

In terms of Euros, this yields an allocation of 50/20=2.5 Euros for the person making the choice, and
of 40/20=2 Euros for the unknown other.

There are no right or wrong answers, this is all about personal preferences.

As you can see, your choices influence both the number of Points you receive, as well as the number
of Points the other person receives.

After you have made all your choices, the software will randomly assign one person from your group
(you or the other) the role of “Receiver” and the other the role of the “Sender”. One of the allocation
choices made by the Sender will be randomly selected by the software. This allocation will be paid in
cash to both the Sender and the Receiver.

The No Speaking rule still applies! If you have any questions, please raise your hand.

NB: Please return all materials at the end of the experiment!
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