CBESS Discussion Paper 11-08

Implementing theoretical
models in the laboratory, and
what this can and cannot
achieve

by Stefania Sitzia and Robert Sugden*

* School of Economics and Centre for Behavioural and
Experimental Social Science University of East Anglia,
Norwich NR4 7TJ, United Kingdom

email: s.sitzia@uea.ac.uk; r.sugden@uea.ac.uk

Abstract

We investigate the methodology used in a significant genre of
experimental economics, in which experiments are designed to test
theoretical models by implementing them in the laboratory. Using
two case studies, we argue that such an experiment is a test, not of
what the model says about its target domain, but of generic
theoretical components used in the model. The properties that make
a model interesting as a putative explanation of phenomena in its
target domain are not necessarily appropriate for such tests. We
consider how this research strategy has been legitimised within the
community of experimental economists.

JEL classification codes
B41, C90

Keywords
Experiments, models, methodology

EA

University of East Anglia

CBESS"

Centre for
Behavioural and
Experimental
Social

Science

CBESS

University of East Anglia
Norwich NR4 7TJ

United Kingdom
www.uea.ac.uk/ssf/cbess




Traditionally, economics has investigated its dan@dienquiry primarily by means of
theoretical models. Most sciences use both ma@elexperiments, but experiments were
extremely rare in economics until the 1980s, artdwdely used until the 1990s. Itis
therefore only recently that economists have ne¢alé&ank about the relationship between
models and experiments. Economic methodologists Hascussed this relationship in
general terms, noting many similarities betweernrties of experiments and models as
‘mediators’ between the investigating scientist grelworld (Guala, 1998, 2005: 203—-230;
Maki, 2005; Morgan, 2005), but there has beerelttinsideration of how models are
actually usedhithin experimental economics.® In this paper, we investigate the methodology
used in a genre of experimental economics, in whigieriments are designed to test
theoretical models by implementing them in the fabary. This is a significant genre in

two respects. First, it accounts for a large padurrent experimental research. Second,
some influential insider-written accounts of thetinoelology of experimental economics treat
model-testing as one of the core activities ofghie-discipline and argue that, in experiments
of this kind, there is no requirement that the tabary environment resembles the target
domain of the model (Plott, 1982, 1991; Smith, 19B®son and Gachter, 2010). We must
stress, however, that this is only one of the genfexperimental economics. Our paper is

not about experimental economics as a whole.

Given the central role that models have traditigr@ayed in economics, it is
perhaps not surprising that experiments are oftewed primarily in relation to models
rather than in direct relation to the world thaigsh models represent. In this paper, however,
we will ask whether implementing models in expermitses a good investigative strategy.

Are such experiments informative and, if so, whratthey informative about?

In trying to answer these questions, we will foonswo specific examples of
experiments that implement models — an investigatigprice dispersion by John Morgan,
Henrik Orzen and Martin Sefton (2006), and an itigasion of information cascades by Lisa
Anderson and Charles Holt (1997). We have deltegrahosen experiments that have been
carried out by highly-regarded experimental ecorstsrand published in leading journals
(the American Economic Review andGames and Economic Behavior respectively). Further,
the models that these experiments implement arergliyviewed as significant
contributions to economic theory. Anderson et ekperiment implements the model of
information cascades developed by Sushil Bikhchaindavid Hirshleifer and lvo Welch

(1992) and published in tRleurnal of Political Economy; Morgan et al’s experiment
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implements Hal Varian’s (1980) model of sales, @itad in theAmerican Economic

Review. The latter model has particular interest forhmodblogists, because Varian has
referred to it both in a philosophical discussidthe role of models in economics (Gibbard
and Varian, 1978) and in a more practical essayodel-building, addressed to research
students (Varian, 1998).

Why might one doubt the value of implementing medelexperiments? The source
of our concern is the nature of economic models at teast, of the important subclass to
which the models of Varian and Bikhchandani ebalong. As we explain in Section 1,
although such models are precisely specified, #hduwgh their creators claim to be offering
some kind of explanation of real-world phenomehasé claims are not given any concrete
formulation. This makes the whole ideaedting a model problematic. In Sections 2 and 3,

we summarise the two models that feature in our saglies.

In Sections 4 and 5 we examine how Morgan etral.Anderson and Holt design
their model-testing experiments. In each caseexiperimenters create a laboratory
environment that closely resembles the model itsélfe only important difference between
the experiment and the model is that, whereas tiaehworld contains imaginary agents
who act according to certain principles of ratiotlabice, the laboratory contains real human
beings who are free to act as they wish. The aec@oblems that the human subjects face
are exactly the problems specified by the modeé aljue that such an experiment is not, in
any useful sense, a test of what the model purpmgay about the target domain. Instead, it
is a test of those principles of rational choicat tihe modeller has attributed to the model
world. Those principles are not specific to thatdel; they are generic theoretical
components that are used in many economic modeissaa wide range of applications. In
relation to the experiment, then, the role of thadel is not to represent particular features of
its target domain; it is to specify an abstracblalbory environment in which the relevant

components can be tested.

In Section 6, we ask whether this is the most petode way to test generic theoretical
components. We argue that the properties that makedel interesting as a putative
explanation of phenomena in its target domain atenacessarily appropriate for controlled
tests of theoretical components — although modeissometimes serve both purposes

effectively.



In Section 7, we consider how the research styatégnplementing models has been
legitimised within the community of experimentabaomists. We show how, in their
methodological pronouncements, pioneers of thd Behphasised the theory-testing role of
experiments and downplayed issues of externalitalidronically, these arguments were
made in defence of a research programme in whipkrerentsid relate directly to their
target domains; but their acceptance as folk wistlamlegitimated the practice of
implementing models. We end, in Section 8, by dngveome practical lessons for

experimental economists.

1. Theoretical models in economics

In this paper, we are concerned with laboratoryl@mentations of a particular type of
theoretical model that is common in economics. @dei of this type describes a self-
contained model world, created by the modellerbsémbling some aspect of the real world.
The mechanisms described by the model induce t#salthe model world. No definite
hypotheses are offered about the relationship ltwlee model and the real world; but the
modeller refers to features of the target domadn tesemble the results and suggests that in

some unspecified way the model explains these.

Various methodological accounts have been offesexkplain what such models are,
how they connect to the real world, and how theghthelp in understanding real
phenomena. Imstrumentalist accounts (the most famous of which is that of d/ilt
Friedman, 1953) a model connects with the world only througtrétsults, which are
understood as falsifiable empirical hypothesesntbeel itself is merely a procedure for
generating such hypotheses.réalist accounts, such as those of Daniel Hausman (1992),
Uskali M&ki (1992) and Nancy Cartwright (1998, 202 model isolates a specific
mechanism that works in the real world; thus, desfs apparent lack of realism, the model
can be presented as a true description of a higfityed form of reality. Irictionalist
accounts, such as that of Robert Sugden (2000pdeindescribes a fictional world that is
credible or truthlike in something like the waytttize events of a realistic novel are; the
model connects with the real world by relationsiaifilarity. Inmechanistic accounts, a
model describes a general mechanism which, inipteyccould operate in many different
settings and so might prove useful in explainireg plhenomena, but the modeller does not

claim to be representing any actual property ofwtbdd, or to be explaining anything in



particular; the truthlikeness of the model worlanisrely an aid to understanding the model’s
potential usefulness.In this paper, we will not explore the differendeetween these
accounts. For our purposes, it is sufficient tbagoa feature that they all share — the idea
that it is only is some indirect sense that a modalbe understood as purporting to describe
the world. In different ways, these accounts wasrhat the concept of ‘testing’ a model is

far from straightforward.

2. Varian'’s model of sales
Varian’s paper begins:

Economists have belatedly come to recognize tlaidlv of one price’ is no law at
all. Most retail markets are instead charactertaed rather large degree of price
dispersion. The challenge to economic theory tetscribe how such price dispersion
can persist in markets where at least some consuseéave in a rational manner.
(1980: 651)

This passage identifies the broad target domaweofin’s model — price dispersion in retail
markets. It also identifies the theoretical litara to which Varian intends to contribute.
This literature, relatively new in 1980, consistadamily of models of markets with rational
but imperfectly informed consumers, in which (camgrto the ‘law of one price’ of
traditional neoclassical economics) there can ldibga with price dispersion. The final
sentence of the quotation suggests that, for Vaitiamfundamental to the explanations
provided by economic theory that they assume at l@me degree of individual rationality.
Hence, the challenge to economics is to find artagtion of price dispersion that is

consistent with rationality.

Varian immediately turns to the theoretical litera. He points out that in most
existing models of price dispersion, and specifjcal Steven Salop and Joseph Stiglitz’s
(21977) well-known model of ‘bargains and ripoffgtjce dispersion is ‘spatial’. He
interprets these models as describing markets iohweome stores are supposed to
persistently sell their product at a lower price than otheresb(italics in original). Price
dispersion persists because there are uninformesbiarers who, prior to visiting specific
stores, do not know what prices are posted théegian sees this feature of spatial models as
a weakness: ‘If consumers can learn from experigheepersistence of price dispersion
seems rather implausible’ (1980: 651). Here Vas@®ams to be suggesting that in order for a
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model to be plausible as an explanation of reahphena, the model world must meet some
standard of credibility or truthlikeness. Becates consumers can learn from experience, a

model which works only by assuming they do notrisatisfactory.

Varian responds to this problem by modelling ‘temgb price dispersion — that is,
markets in which each store intentionally variespitice over time. If this variation is
random, consumers cannot use experience to preldich store is posting the lowest price at
any given time. Varian supports this proposal ;g what he and Gibbard call ‘casual
empiricism’ (Gibbard and Varian, 1978):

One does not have to look far to find the real dartalog of such behaviour. It is
common to observe retail markets where storesealealibly change their prices over
time — that is, where stores hasates. (1980: 651)

This passage explains the title of the paper (‘Alel@f sales’) and reveals the specific target
domain of the model: sal@s the sense of temporary price reductions bylextai The
implication is that the model will be in some wayarmative about real sales.

Informative in what way? In the only further reface to the real world before the

modelling begins, Varian says:

In the model to be described below, firms engagsalas behaviour in an attempt to
price discriminate between informed and uninforroestumers. This is of course

only one aspect of real world sales behaviour801852)

We take him to be saying that he will describe pagicular mechanism that operates (or
perhaps: that could operate) in the real worldygdade others which will not appear in the

model, and that this mechanism is at least a pateaxplanation of real sales.

The main body of the paper — everything betweeriritroduction and the final
‘Summary’ section — is concerned with specifyingl amalysing the model. The model has a
large number of consumers, each of whom wants yabmost one (discrete) unit of some
good. Each consumer has the same reservationrpricensumers are of two types,
informed anduninformed. Informed consumers buy from the store that pib&tdowest price
(provided this is less than. Each uninformed consumer picks a store at nanaod then
buys if and only if that store’s price is less tmarStores are profit-maximising firms with
identical cost functions; they are in monopolistienpetition with one another in a market

with free entry and exit. Varian shows that, ia firice-setting game played by firms, there



is no pure-strategy Nash equilibrium, but thera symmetric mixed-strategy Nash

equilibrium (MSNE) in which each firm randomises firice.

Varian's modelling is mainly directed towards pidiig a mathematical
characterisation of this equilibrium. There aré/dwo points in this characterisation where
he refers to properties of the equilibrium that Imige thought to have significant
counterparts in real retail markets. The firstigere he shows that (under special
assumptions about costs) the equilibrium densitgtion of prices is U-shaped. The second
is part of his surprisingly brief review of the cparative statics of the equilibrium. He
reports that ‘the signs are mostly as expected’'nbtes one ‘interesting feature’ — that as the
absolute number of uninformed consumers increéisegqrice paid by informed consumers
falls (1980: 656-7).

How is this model intended to relate to the reatld? All that Varian has to say
about this, apart from the passages in the Inttooluthat we have already discussed, is

contained in the final ‘Summary’. We quote thidufi:

| have shown how stores may find it in their ing¢r® randomize prices in an attempt
to price discriminate between informed and uninfednsonsumers, and have solved
explicitly for the resulting monopolistically comiitese equilibrium in randomized
pricing strategies. The form of the resulting jicstrategy as given in Figure 2 [i.e.
the U-shaped density function] does not seem olim@fwith commonly observed
retailing behavior. Large retailing chains suclbaars and Roebuck and Montgomery
Ward sell appliances at their regular price muctheftime, but often have sales when
the price is reduced by as much as 25 percent. eMenywe rarely observe them
selling an appliance at an intermediate price h@digh this casual empiricism can
hardly be conclusive, it suggests that the featoféise model described here may

have some relevance in explaining real world ri@gibehaviour. (1980: 658)

The first sentence, which summarisestti@eretical contribution of the paper, is crisp and
precise. But when Varian tries to say how the rhadeformative about the world, he is

extraordinarily cautious and vague.

3. Bikhchandani et al.’s model of information casades

Bkihchandani et al. (1992; henceforth BHW) offétheeory of fads, fashion, custom, and

cultural change as information cascades’. Theybegreminding the reader of the



pervasive tendency for human behaviour to be cheniaed by localised conformity.
Previous theories have tried to account for loedlisonformity in various ways, but none of
the mechanisms that has been proposed can exgigicanformity isfragile — that is,
subject to sudden changes brought about by aphasenéll shocks. BHW mention some
examples of such changes, including the collapgeoofimunism in Eastern Europe in the
late 1980s. Their model is presented as ‘an egfilamnot only of why people conform but

also of why convergence of behavior can be idiosatcand fragile’ (1992: 993-4).

As with Varian, it is important for BHW that themodel is based on rationality

assumptions:

Although the outcome [of an information cascadey mamay not be socially
desirable, a reasoning process that takes intauattioe decisions of others is entirely
rational even if individuals place no value on @nfity for its own sake. Imitation

is, of course, an important social phenomenonaasken documented by numerous
studies in zoology, sociology, and social psychglo@ur contribution is to model the

dynamics of imitative decision processes as inftional cascades. (1992: 995)

In this passage, BHW seem to be claiming that tinedel describes a mechanism that
operates alongside others in the real world, andiwtontributes to the explanation of real
phenomena of conformity. The hint is that an ecoisanodel of conformity should be
based on assumptions of rational choice, evenrifrational mechanisms are also implicated

in real conformity.

In the main part of the paper (Sections Il ang BHW set up and analyse a formal
model, beginning with the stripped-down versionahbhive now describe. There is a
sequence of individuals, I, ..., each of whom decides in turn whetheadopt or reject
some behaviour, having observed the decisionsefyene who preceded her. Adopting has
a utility cost of 0.5. The gain from adopting lzastility value ofV, the same for all
individuals. With equal probability, eith&f= 0 orV = 1. Each individual observes a private
signal, which takes the valil€ (high) orL (low). Signals are identically and independently
distributed. H is observed with probability 0 (0.5, 1) ifV = 1 and with probability 1 g if

V = 0. All of this is common knowledge.

In presenting the initial stripped-down model, BHMY not state any explicit
rationality assumptions; they merely describe whditviduals do in the model, leaving it to
the reader to work out why this behaviour is ragioriWhen they present the general model,
they simply state ‘We use the concept of perfegteBan equilibrium’, without giving any
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further explanation or justification (1992: 999 resumably, BHW treat it as self-evident
that the agents in an economic model act in acooalwith principles of ideal rationality, as

defined in conventional decision and game theory.

Suppose thdt observesd (the reasoning is symmetrical in the case whease
observed). S¢, adopts. Ii,’s signal isH, he adopts; if it i€, he is indifferent between
adopting and rejecting and so (BHW assume), hetaduith probability 0.5. If; andl;
have adopted, it is rational foyto adopt irrespective of her signal, and simildoly
everyone who follows: this is an information caseadf I, rejects/s's position is essentially
equivalent td,'s. Thus, an information cascade (either for aopbr rejection) is likely to
form very quickly. Because cascades can be ptatépi by very few signals, ‘incorrect’
cascades (universal adoption whéa 0, or universal rejection whah= 1) are quite
probable if individual signals are noisy. Howevyagcisely because a cascade has so little
information content, it can easily break up if ngublic information is released, or if some

individuals’ signals are more informative than athe In this sense, cascades are fragile.

In marked contrast to Varian, BHW devote a consibie amount of space to the
discussion of real-world ‘illustrative examplestad/n from such diverse areas as politics,
medical practice, finance and zoology. As econamiclellers, BHW are unusually (and
admirably) explicit about how they have selectedrthilustrations. Their examples satisfy
two criteria. First, they are consistent with famodel assumptions’ — actions are sequential,
individuals have both private information and imf@tion about previous decisions, there is
no verbal communication, and there are no sanctoesternalities to enforce conformity.
Second, they are consistent with three ‘model iogpions’ — conformity is local or
idiosyncratic, conformity is fragile, and some mduals ignore their private information
(1992: 1009-10). BHW do not claim to testing their theory, but the suggestion seems to
be that a good test would look for real-world caseshich the four model assumptions were
satisfied, and then investigate whether the thredehimplications were confirmed. The fact
that their examples satisfy this test providesrimi@ support for their hypothesis that the
mechanism described by the model operates in thielwo

Notice that the Bayesian rationality of individsiadnot included in the list of model
assumptions. Correspondingly, when discussing plesitoncerning the behaviour of
voters in US primaries, doctors making decisiorsualbonsillectomies, investors deciding
whether to subscribe to share issues, or sagegyfemsmles choosing between males, BHW

offer no evidence that the relevant decision-makezsBayesian expected utility maximisers.
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The implication seems to be that, for BHW, ratidgtlyak an explanatory principle, not a
domain restriction. By this we mean that (for exésh BHW's claim to explain the
behaviour of US voters is not prefaced Hybters were rationathen ...’. Rather, the claim
is that, in relevant respects, the behaviour olOt@rsis similar to that of the rational agents

of the model.

4. Morgan et al.’s implementation of Varian’s modé

Morgan et al. (2006; henceforth MOS) present tegperiment as a test of a model of price

dispersion that is ‘closely related’ to Varian’s aeb of sales (p. 137).

The first substantive part of MOS'’s paper is aereise in modelling. MOS revise
Varian’s model by treating the number of firms aegenous, rather than assuming free entry
and exit. They derive two new comparative staguits for thislearinghouse model. The
first (‘Proposition 2’) is that as the proportiohioformed consumers increases, with the
number of firms and the number of consumers hetdtemt, the expected prices paid by both
informed and uninformed consumers decrease. Tdwmdg'Proposition 3’) is that, as the
number of firms increases, with the number of comests and the proportion of informed
consumers held constant, the expected price paidftayned consumers decreases Hied
expected price paid by uninformed consumersincreases. MOS are particularly interested in
the italicised part of Proposition 3, which thegdébe as a ‘counterintuitive prediction’ (p.
153). From a theoretical point of view, this reéssilinteresting because it has two properties
in combination: it is surprising (economists noriypaxpect an increase in the number of
firms in a market to lead to a reduction in pricesid it can be derived by standard
theoretical reasoning from assumptions which apfoedescribe a credible if highly stylised
economic scenario. However, MOS are no more ep@t¢han Varian in explaining how the

comparative-static properties of the model relatthé real world of retail pricing.

Although MOS'’s development of Varian’s model igeiresting in its own right, the
main emphasis of their paper is on a report obgeemental investigation of the
clearinghouse model. As experimentalists, thejedive is to ‘examine the empirical
relevance of [the] comparative static implicatipoisthe model], as well as the fundamental

prediction of equilibrium price dispersion, in antlled laboratory setting’ (p. 135).

MOS seem to be signalling that their primary conasmwith what (on their
interpretation) the model predicts about behaviodhe laboratory. Nevertheless, they
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present their experimental findings as informatbeut real retail markets. Summing up the
contribution of the paper, they claim to have fotsicbng support for the ability of
clearinghouse models to predict the comparatiecstéfects of changes in market
structures’. Noting that a ‘competitive’ markebigen defined as one with many firms, they
say: ‘Our results show that increased competitiothis sense does not necessarily result in
lower prices’ (pp. 153—-4). The suggestion in ¢heassages is that the clearinghouse
model’s claim to be informative about the worlgiengthened if its results are confirmed in
the laboratory.In this sense the experiment is informative about the world.t Bie

experiment itself is a test of the model, not obivthhe model says about the world.

MOS explain the purpose of this test by exprestinge possible ‘doubts’ about the
applicability of the comparative static resultstog model:

There are several reasons why one might doubtntipgrieal validity of these
predictions [i.e. Propositions 2 and 3]. Firstaimixed strategy equilibrium, there is
no positive reason for a rational player to conféorthe equilibrium strategy since she
will receive the same expected payoff from any mirategy within the support of the
equilibrium distribution. Second, the equilibriyrice distribution is difficult to
compute, and so it seems unlikely that subjedig@dson their way to an
equilibrium. Third, for the parameters we employur experiment, the equilibrium
is unstable under the class of positive definif@stchent dynamics, and so it is
unclear whether subjects could reach the equilibtiorough some learning process.
All of these factors suggest that an experimentprdvide a stern test for the theory.
(p.139)

Notice that MOS’s doubts are concerned with the ocdIMSNE in the model. Surprisingly,
these doubts are not expressed in terms of thécappity of MSNE to the model’s target
domain, pricing decisions by retail firms. The dtauare about whethexperimental

subjects will act according to MSNE when placed in a lathorg environment that

reproduces the main featurgfshe model.

Consistently with the aim of investigating whethieese doubts are well-founded,
MOS’s experimental design implements the model atmompletely. The main difference
is that an individual human subject (an undergrealstudent) was substituted for each of the
profit-maximising firms (orsellers) of the model; the mechanism by which subjects were
paid gave the subject an incentive to maximiseptbéts of the firm she represented, profits
being determined as in the model. There was n@gponding substitution of human
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subjects for model consumers fayers); the behaviour of consumers was implemented in

the laboratory by a computer program which exaepficated the model.

The experiment had two treatments, one with tWersein each market and one with
four, thus allowing an investigation of the effefta change in the number of sellers. In each
treatment, a session involved twelve subjects ngatetisions in ninety periods. In each
period, subjects were randomly and anonymously t&med into groups of two or four
sellers facing six computer-simulated buyers. @&kgeriment consisted of three phases of
thirty periods each. In the first and third phaskesee of the six buyers were ‘informed’
consumers in the sense of the model, and three‘u@rdormed’. In the second phase, five
were informed and one was uninformed. This difieeebetween phases allowed an
investigation of the effect of a change in the prtipn of informed consumers. In each
period, each seller chose a price from the set{Q,, 100}. These decisions were then
processed according to the model, to generatessien’s quantity sold and profit. At the
end of each period, each subject was told the ptiwat had been chosen by, and the resulting

sales by, all sellers in the experiment; each iselées also told the profit she had earned.

MOS explain the need for thirty repetitions of le@cicing problem as a response to
the ‘complexity of calculating the equilibrium distution’ (p. 142). In other words, they
interpret the MSNE hypothesis as referring, ngilty in one-shot games, but to the end state
of a process in which a game is played repeate@lythis interpretation, a fair test of MSNE
requires adequate opportunities for experientainmg.

The procedure of random and anonymous rematctiisgbects is explained as a
means of eliminating ‘unintended repeated gameesffesuch as tacit collusion among
sellers (pp. 142-3). This argument illustrates hightly the laboratory environment is being
configured to match the model. In a test of MSNIpeated game effects are indeed a source
of contamination; and MSNE is a property of Varaniodel. But in the target domain of
retail trade, the same firms interact repeatedijpénsame markets, with opportunities for
tacit collusion. Similarly, MOS argue that onetloé advantages of using computer-
simulated rather than human buyers is that thisasidkiyer behaviour ‘controlled and known
to sellers’, thus reducing the strategic uncernydiated by sellers. That buyer behaviour is
known to sellers is one of the simplifying assummipsi of the model; it is not something that

is obviously true of the target domain.
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If one takes the viewpoint of the subjects theresglthere seems to be very little
resemblance between the decision problems theyafad¢hose by which retalil firms set their
prices. The connection between the two is givethbymodel: the subjects’ decision
problems are like those of the firnmsthe model, and the firms in the model are supposed to
represent firms in the world. But the subjectssangply playing a sequence of ninety
simultaneous-move two-player or four-player gaméhb W01 strategies per player and
monetary payoffs. The only connection with resailes is that the players aadled ‘sellers’
and ‘competitors’ and their strategies ealed ‘prices’. Interestingly, MOS see even this
link with the target domain as optional. They explthat, at the design stage, they
considered following the ‘standard’ procedure ipexmental economics of using ‘abstract
and context free terminology’; they chose to useldimguage of sellers and prices to reduce
the ‘complexity of the experimental setting’ (p.3)4 In other words, it was important to use
language that helped subjects to understand the gaits own terms; but provided the game
replicated the model, there was no need for ofingitagities between the experiment and the

target domain.

MOS investigate whether the comparative statidicapons of the model — including
the ‘counterintuitive’ Proposition 3 — are foundtie experiment, and (in broad terms)

conclude that they are. But what are they tedierg?

Clearly, if an experiment implemented a modelsrentirety, all that it could test
would be themathematical validity of the model’s results. Provided one #eonfident in
the modeller's mathematics, experimental testingldibe pointless. Thus, when an
experiment implementmost every feature of a model, all it can test in addito
mathematical validity are those features that mmtdeen implemented. In the present case,
MOS’s experiment effectively implements every comgat of the model apart from its
assumptions about how ‘sellers’ choose betweetegies in the 101-strategy games. The
model assumes that these strategy choices lea&MBEM Thusthe experiment is a test of
MSNE in a specific class of games. As viewed by the modeller, the specificationshef
payoff matrices for these games represent pricegjstbns in retail markets; but in relation

to the test of MSNE, that representation playsate.r

The counter-intuitive nature of Proposition 3 igraperty of this modelling
representation. What is counter-intuitive is thiatncrease in the number of firms in a
market increases the expected price for some agteconsumers, not that the particular

implication of MSNE described by Proposition 3 twid the laboratory game. The fact that
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a theoretical result is counter-intuitive does metessarily make it a suitable candidate for
empirical testing. As Schelling (2006: 147-1543 Ipointed out, even tautologies — one of
his examples is the proposition that for every pase there is a sale — can have economic
implications that are deeply counter-intuitive.cBumplications can be significant

theoretical contributions even though, once thexehseen discovered, empirical testing
would be pointless. So it would be a mistake tochade that, just because the clearinghouse
model has counter-intuitive results, MOS’s expentris a severe test of MSNE in the
Popperian sense.

MSNE is what we will call generic component of economic models — a piece of
ready-to-use theory which economists insert intale®with disparate target domains.
Recall that MOS motivate their experiment by rafggito three doubts about MSNE. These
are specific neither to the model that they ard@mgnting nor to its target domain. The first
doubt, that there is no reason for any player tdamn to MSNE even if she knows that
other players will conform, applies éwery application of MSNE. The second doubt, that
MSNE is difficult to compute, applies to any evendarately complex application. The
third doubt, that MSNE is unstable in the game enpgnted in the experiment, may seem
more model-specific; but notice that this instdypils described as a property of the particular
parameters that MOS have used to configure thed#ny environment, and not of the
model in general. We conclude that the experingebést understood, not as a test of
Varian’s model as an explanation of retail markletg,of MSNEas a generic component of

economic models.

5. Anderson and Holt's implementation of Bikhchandni et al.’s model

Anderson and Holt (1997; henceforth AH) reportagcade experiment that is based on a
specific parametric model taken from [BHW]' (p. §48hey begin their paper with an
account of BHW’s model and of its potential relesgrfior explaining real-world instances of
conformity. Then, as a motivation for their expeent, they present three ‘reasons to doubt
that cascades develop in this way’'.

Two of these doubts are about the role of peBagtesian equilibrium in BHW'’s
model. In an argument that parallels MOS’s doabisut MSNE in Varian’s model, AH
guestion whether real decision-makers act withBalyesian rationality. They point to
experimental evidence that individuals often failtake rational Bayesian inferences. They
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also note that the agents in BHW’s model make arfees not only about impersonal events,

but also about one another’s rationality; the sstige is that the latter are more demanding.

AH’s third doubt is very different in nature. Agntly referring to some of BHW'’s

illustrative examples, they say:

much of the evidence offered in support of theoratl view of cascades consists of
anecdotes about patterns in fashion, papers ge#jagted by a sequence of journals,
the risk of entering the academic job market tatyeatc. Laboratory experiments
can provide more decisive evidence on the validiitthe rational view of cascades.
(p. 848)

In what we take to be a fleshing-out of the idest #xperiments can provide more decisive
evidence than BHW’s examples, AH discuss somerditiete explanations of cascades. One
possibility is that individuals’ preferences aradsd towards whatever is perceived as the
status quo. If later actors in an adoption gamattearlier decisions as establishing a status
guo, status quo bias could induce non-rationalaes. Another possibility is that
individuals simply ‘derive utility from herding tegher’. AH argue that laboratory
experiments can control for these alternative exailary mechanisms, allowing sharper tests
of the Bayesian explanation of cascades. By ctimganformation flows, it is possible ‘to
determine whether subjects tend to follow previdesision(s) only when it is rational’. By
maintaining subject anonymity, interpersonal fagtuch as preferences for conformity per

se can be minimised (p. 848).

One might question whether what AH propose tosdmmparable with BHW’s use
of their illustrative examples. As we explainedSection 3, BHW draw a clear distinction
between their model and its target domain. Themmkl analysis is of the model, but the
theory they propose is a theory of real-world phenomefas, fashions, customs and
cultural change. Their illustrations are real pimaena, presented as evidence in support of
what the theory says about the real world. In@stt AH seem to be concerned with testing

the model itself.

AH'’s experiment is an implementation of BHW’s pped-down model. In each
session, a group of six subjects interacted feedii periods. At the beginning of each
period, a monitor rolled a die to pick one of tworis’ (in fact, envelopes), each containing
three marbles. In urn A, two marbles were lighitooed and one was dark-coloured. In urn
B, two were dark and one was light. Subjects koaly that the urn used in the experiment

was equally likely to be A or B, and that its caritehad been placed in an opaque container.
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Then, in random order, each subject in fonivately drew one marble from the container,
observed its colour, replaced it, goublicly reported the letter of ‘the urn they think is most
likely to have been used’. Each subject was paid &nd only if he reported the letter of the
urn that had in fact been used.

The two urns correspond with the evevits 0 andv = 1 in BHW’s model. The
colour of the marble drawn by a subject correspamitis a private signal in that model, a
light-coloured marble being an indicator of urnrthhe same way that the H signal is an
indicator ofV = 1. The compositions of the urns implges 2/3 in BHW'’s notation. Dollar

payments in the experiment are positively and lityealated to utilities in the model.

The main difference between the experiment andanthéel is that the Bayes-rational
agents of the model are replaced by undergradtisderss. But there is also a significant
difference of framing. BHW’s model is describedenms of individuals adopting or
rejecting modes of behaviour which have costs amtits — a description that corresponds
with the target domain of social conformity. AHEgperiment uses a framing that is taken
from statistical theory. Subjects confront randmmocesses, defined in terms of marbles and
urns, and express beliefs about those processem the viewpoint of the subjects, there is
little obvious resemblance between the statispoablems they are asked to solve and, say,
the situation faced by voters deciding how to \ntelS primaries (to say nothing of sage
grouse females choosing between males). It sdehsfor AH, this lack of resemblance is a
deliberate and desirable measure of experimentdtao Recall their argument that their
design minimises the effects of preferences fodingr One of the ways in which this is
achieved is by removing any suggestion that th@gestgare choosing whether or not to
engage in some common behaviour. The connectioveba the experiment and the target
domain isthrough the model: the model uses concepts in statistical theorgpoesent the

target domain, and statistical theory providesstingcture for the experiment.

AH’s experiment effectively implements every folmamponent of BHW’s model
apart from its assumptions about the Bayesianmality of individuals. Thusthe
experiment is a test of Bayesian rationality in a specific game. As viewed by the modeller,
that game represents social environments in whocfiocmity might be observed, but in
relation to the test of Bayesian rationality, tregiresentation plays no role. Bayesian
rationality, like the MSNE tested in MOS'’s experimgs a generic component of economic
models. In motivating their experiment, AH exprdssibts about the use of Bayesian
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rationality in BHW’s model, but those doubts ar@gec too: they apply to any model in

which individuals make Bayesian inferences aboetamother’s rationality.

The results of AH’s main treatment generally confthe hypothesis of Bayesian
rationality? Almost all the decisions made by subjects wersistentither with the
prescriptions of Bayesian rationaliby with the relevant subject’s private informatioim. 41
of the 56 cases in which these two decision priesiponflicted, the Bayesian prescription
was followed. In other words, in answer to themguestion that motivated the experiment:

subjects tended to follow previous decisions onhewit was rational to do so.

6. Testing generic modelling components

Our interpretation of MOS’s and AH’s model-implentiag experiments raise two obvious
methodological questions. Is it informative attalfun experimental tests of theoretical
principles such as MSNE and Bayesian rationaligywed as generic components of
economic models? And if so, what makes a particuladel a suitable or unsuitable vehicle

for such a test?

A strict instrumentalist (taking a position thataften attributed to Friedman) might
answer ‘N0’ to the first question, on the grounulst tests should be directed only at the
predictions of theories and not at their assumptiddut models like Varian’s and BHW's,
unlike the neoclassical price theory that was Fniad’'s main point of reference, do not
generate well-defined predictions that can be swbgeto straightforward tests. In claiming
to explain real-world phenomena, the builders esthmodels are relying on the supposed
credibility of the generic theoretical componemisyt are using. We take it as
uncontroversial that tests of these components sawve bearing on the validity of the

corresponding models.

To explain what we mean by this, let us supposarterfactually) that behaviour in
MOS’s experiment was inconsistent with the compagadtatic implications of the
clearinghouse model. That observation would intpat the MSNE hypothesis had failed
when applied to a well-defined game implementedh watal payoffs under controlled
conditions. Since MSNE is a general hypothesthéntheory of games, there is a prima facie
reason to expect that if it is to hold anywhershibuld hold for games of this kind. This is
not to say that thereannot be a reasonable argument that particular laborgtmes lie
outside the domain of the theory, but only thath& absence of such an argument, any
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laboratory disconfirmation counts against MSNE émeral (and any confirmation counts in
its favour)® When a specific model uses MSNE as an off-thegoegponent, as the
clearinghouse model does, it is drawing on the ggreedibility of that component.
Accordingly, any evidence that counts against M$iNgeneral also counts against that
model — unless there are specific reasons to ep8bIE to work in the model’s target

domain, despite its disconfirmation in the laborafo

We now turn to the second of our methodologicastions. Granted that it makes
sense to test generic modelling components, whiésna particular model a suitable vehicle

for such a test?

We have already explained why an experiment wtasts a generic component by
implementing a specific model is not thereby spegiffy informative about the target domain
of that model. Thus, we submit, such an experialetgsign should not be appraised in
terms of what the model purports to say aboutitget domain. It should be appraised in
terms of what it can tell us about the relevantegencomponentgonsidered generically.

When (as in the cases of MSNE and Bayesian rattghtie same theoretical component
appears in many different models, an experimeraeratford to be selective in looking for a
suitable design for a test. One might expect tteetee many economic models which,
however interesting, distinctive and counter-intaithey might be as explanations of real-
world phenomena, are not particularly suitablesigperimental implementation as tests of

the generic components they use.

We suggest that the clearinghouse model implerddntéVOS is such a case.
Considered simply as a test of MSNE, MOS’s expemninuses extraordinarily complicated
games. Many of the canonical experiments in gdraery use 2x2 games. Depending on
the treatment, MOS’s games are either 101x101t\{forplayers) or 101x101x101x101 (for
four players). Payoffs to combinations of stragsgare determined by a formula which,
although perhaps intuitive to an economist (iticgies the demand conditions of the
clearinghouse model), might not be easy for a gl@abject to grasp. The arithmetic
calculations implied by this formula have to be eldny the subjects themselves. The
hypotheses that are tested are comparative-stgpiccations of MSNE concerning changes
in the payoff formula, or comparisons between tewnd four-player games. Leaving aside
the interpretation of these games as models af makets, it is hard to imagine that any

experimenter would choose them as vehicles fointgstypotheses about MSNE.
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If one considers the specific questions that gledithe motivation for the
experiment, the limitations of these games as #%SNE become even more obvious.
Recall that MOS present their experiment as a respto three ‘doubts’ about MSNE. Since
these doubts refer to distinct and orthogonal dausahanisms, it would surely be an
advantage to use a design (or designs) that couésiigate these mechanisms
independently. MOS’s first doubt is about wheth#lly rational players would choose
MSNE strategies. Translating this into empiriehts, one might ask whether MSNE
strategies are played by human subjects who fultletstand the relevant game. In
investigating this, it would be natural to use gartiet were particularly easy to understand
(perhaps variants of Matching Pennies, with storgd about penalty kicks in football or
serves in tennis) — and certainly not MOS’s ganmi®e second doubt is about whether, even
if playerswant to play MSNE strategies, they can compute theoomplex games. To
investigate this question, one needs to comparegamwhich the problem of calculating
MSNE varies in difficulty, but the concept of MSNIiEelf is intuitively easy to understand:
an experiment in which all games are extremely dexis not particularly helpful. The
third doubt is framed in terms of a specific dynamhieory of learning which implies that
some MSNE will be reached after repeated play dnelrs will not. This hypothesis might
be tested most efficiently by comparing the evolutf behaviour in repeated play of simple

games with different payoff structures.

MOS are of course right to say that, by virtuehaf separate plausibility of each of
these doubts, the experiment is a ‘stern test’ SN#. But that is not to say that it is well-
designed to benformative about MSNE. MOS’s main findings support the MSNE
hypothesis, but they do not do much to help us rataled why it has worked in this
particular environment. More importantly, had Rysiions 2 and 3 beeafisconfirmed, we
would have learned very little about why MSNE matiworked. The failure might have
been caused by any of the three mechanisms, arbg entirely different mechanism; the

data would not discriminate between these alteraaxplanations.

We conclude that the clearinghouse model is sofitable vehicle for testing MSNE.

What about BHW'’s model as a vehicle for testing &agn rationality?

In this case, there is quite a lot to be saidhirotir of the model. If the aim is to test
whether people make Bayes-rational inferences afmmeiinother’s rationality, the game
played by AH’s subjects is about as simple asulapossibly be. In this game, ‘nature’ has

only two possible moves (the two urn compositiehf)e minimum necessary for there to be
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a problem of inference. The relationship betweemts and signals (the draw of one marble
from a set of three marbles in two colours) maybwimmediately transparent to all
subjects, but it is hard to see how it could haerbmuch simpler. Each subject chooses
between only two alternative responses (judging B o be more likely), reducing to the
minimum the information about earlier decisiong #each subject has to process. The
cognitive demands of Bayesian rationality increagh the number of previous decisions,
but the design generates data about decisions at&#eh step in the sequence, allowing the
effects of increasing complexity to be investigat@&g#cause the players act sequentially with
full information about previous decisions, Bayesiationality has sharply-defined

implications which do not depend on assumptionsiabquilibrium’

The basic structure of this sequential game pesvalversatile framework for testing
hypotheses about rational and non-rational infexeas can be seen from its use in a range of
later experiments (Weizsacker [2008] presents a+aealysis of thirteen such studies). Its
versatility is also illustrated by AH’s subsidiaagymmetric treatment which tests for the
potentially confounding effect that subjects usedbunting heuristic. This heuristic simply
counts the number of previous decisions in favdwagh urn, adds the individual’s own
signal, and then goes with the majority. With plagameters used in the main treatment, the
counting heuristic has the same implications asBiay rationality. In the asymmetric
treatment, the composition of the urns is changetthat the two decision rules sometimes
point in different directions. In these cases, fitd an exactly equal split between the
corresponding decisions, suggesting that the twdemof reasoning are about equally
common® Notice, however, that the asymmetric treatmemnkma further move away from
the target domain of BHW's model. Oddly, AH saymng to connect this treatment either
with that model or with the possible doubts aboaydsian rationality as the explanation of
cascades. lItis as if AH themselves are unsurethewexperiment relates to BHW’s model
— unsure, that is, whether they are testing ana@gpion of cascades or testing hypotheses

about Bayesian inference.

Our two case studies illustrate how model-impletingrexperiments can be more or
less effective as tests of generic modelling coneptsn However, the point we wish to stress
is that the effectiveness of an experimental desighis respect is orthogonal to the success

of the corresponding model in explaining phenomants target domain.
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7. Model-implementing experiments and the folk métodology of experimental

economics

Within the experimental economics community, tegtimodels by implementing them in
laboratory experiments is widely seen as a wortleneisearch strategy. Our case studies
illustrate this generalisation. Evidence of aelént kind can be found in insider-written
accounts of the methodology of experimental econemA recent example is a paper on ‘the
science of experimental economics’ by two promingattitioners, Rachel Croson and
Simon Géchter (2010).

Croson and Gachter focus on the relationship batvegperiments and theories. As a

‘mental model’ of how experiments interact withahg they offer the following schema:

Theory ----------mmeeeeee- Experiment (Lab/Ad ------------------- Observational data

They say that this schema displays two purposesmériments. One purpose, and the one
on which they focus, is ‘to address theories’. € bither is ‘to examine regularities from the
field ... in a controlled, abstracted setting’.y)n8ng the ways in which experiments can
address theories is by ‘test[ing] predictions’

Theories (models) are, by definition, simplificatsoof the world. The goal of a
theory is to identify and isolate a phenomenonr@eoto understand its impacts.
Ideally, theories yield unique and testable préoliet. Economic theories are logical
systems whose truth derives logically from the ag#tions. Experiments test whether

observed behavior corresponds to the predictiomspatrticular model. (p. 125)

It is not clear what Croson and Gachter mean bgdiotion’. Following the conventions of
economics, they treat ‘theory’ and ‘model’ as syros. In the first two sentences, they
seem to be using a realist interpretation of modsldescriptions of features of the real
world, represented in isolation. In the fourthteace they interpret models as logical
systems, which can say nothing about the empwcald. Applied to modelling exercises
like those of Varian and BHW, in which almost noitis said explicitly about how the
model relates to the real world, either interpretatnight be defended, but neither allows an

obvious explanation of how a model can generatatitspredictions.

At the end of their discussion of how experimaatt models, Croson and Gachter

refer back to their mental model:
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We [reiterate] a point made by Plott (1982) in di&ging the role of the experimental
lab as a midpoint between the theory and the figlde (well-designed) laboratory
experiment gives a theory its ‘best-shot’ at malkingurate predictions. The
assumptions of the theory are designed into thexaleriment. For example, if an
auction theory assumes that signals are indepdgdkatvn from a known and
stationary distribution, the lab experiment addresghat theory will involve signals

independently drawn from a known and stationarfriigtion. ...

[E]xperiments are aexistence proof; for some set of individuals, for some sets of
institutions, with some set of parameters, theryis@redictions are observed. ... [l]f
under these best-shot conditions the theory’s ptiedss are not observed, this is a

strong statement indeed. (p. 126)

The idea here is that, by virtue of its implemegtmany but not all features of a model, an
experiment is intermediate between the model aadaiget domain. Thus, it is argued, the

experiment allows a genuine but relatively weak aéshe model.

This argument seems to assume that, in respélobsé features of the model that are
not implemented, the experiment is more like the tadgenain than the model is. (Without
that assumption, there would be no ground for thiencthat the experiment is intermediate
between the model and the target domain.) How&seson and Géachter provide no further
argument in support of the assumption. As our saigdies have illustrated, it is not self-
evidently true. For example, one might reasonabky Which are more like business firms
making pricing decisions — MOS’s student subjetayipg repeated 11101x101x101
games for small money prizes, or the game-thea@ilbticational agents of Varian’s model?
A case could be made for either answer. Thustegdahat Varian’s model uses MSNE as a
theoretical component and that MOS’s experimeattisst of that component in a laboratory
environment that implements many features of thdehat is still an open question whether
the experiment is intermediate between the modeitartarget domain.

It is significant that, in defending model-testiexperiments, Croson and Gachter
refer to the work of Charles Plott. As Croson &ithter (p. 123) say, the methodological
convictions of experimental economists have beapesth by the writings of Plott and
Vernon Smith (e.g. Plott, 1982, 1991; Smith, 198R2)ott and Smith were two of the leading
pioneers of experimental economics, and their eartyvery influential methodological
essays had many common features. We shall argtieufrent views on the status of model-

implementing experiments can be traced back toetkgsays.
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In the 1980s, one of the main research progranmesperimental economics, and
one in which both Plott and Smith were working,dasiigated the workings of markets. For
this research programme, the seminal work was Etl®@aamberlin’s (1948) market

experiment.

Chamberlin wanted to test one of the core predistaf neoclassical theory: that in a
competitive market, trade takes place at the pacesquantities determined by the
theoretical concept of competitive equilibrium. tiaditional neoclassical models, the
process by which equilibrium is reached eitherasexplained at all, or is explained by
introducing some fiction, such as the Walrasiartianeer or Edgeworth’s recontracting
mechanism. The model supports predictions abalitmarkets by means of the hypothesis
that real markets words if presided over by an auctioneerasif traders were able to
recontract. Chamberlin’s experiment was designédluminate’ the problem of ‘the effect
of deviations from a perfectly and purely compegtequilibrium under conditions (such as
in real life) in which the actual prices involvisgch deviations are not subject to
“recontract” (thus perfecting the market), but remfanal’ (1948, p. 95).

The neoclassical prediction is difficult to testhe field, because individuals’
demand and supply functions are not directly oleg@ler Chamberlin realised that a direct
test would be possible if demand and supply funstiere subject to experimental control.
In his experiment, student subjects played thesrofdouyers and sellers. The good to be
traded was represented by tokens. Reservatioevaaranduced by the payoff mechanism
of the experiment. (For example, a seller was emdiowvith a token and told that if she failed
to sell it, it would be redeemed at some specif@sh value.) From the viewpoint of the
experimenter, equilibrium price and quantity weetedmined by these induced values; but
the equilibrium was not known by the subjects thelres. Subjects were brought together in
a room and allowed to circulate and engage inds#édtargaining. When a contract was
made, the agreed price was written up on a blagklbdsdeoclassical theory was tested by

comparing actual trades with those implied by camtige equilibrium.

Chamberlin’s experimental design provided a tenepliat a research programme
which investigated the workings of different markwedtitutions, different numbers of traders,
different supply and demand conditions, and soTms programme was the main point of

reference for Plott’s and Smith’s methodologicaass.

23



One recurring theme in these essays is that expatahmarkets should not be
thought of as modelsf markets: they areeal markets. For example: ‘An important message
of the paper ... is that laboratory micro-econonaiesreal live economic systems, which are
certainly richer, behaviourally, than the systerasameterized in our theories’ (Smith, 1982,
pp. 923—-4). Or: ‘The trick is to notice that eoories created in the laboratories might be
very simple relative to those found in nature, tthety are just as real’ (Plott, 1991, p. 905).
This insistence on the reality of laboratory maskstreflected in Plott's and Smith’s use of
expressions such as ‘in the field’ or ‘in the witd'refer to what theorists would call the ‘real

world’.

Plott and Smith argue that, because laboratory etsudre real markets, they are
located in the target domain of economic theorfesarkets and hence allow valid tests of
those theories. Because laboratory marketsiayger than their equivalents in the field,
experimental tests can be more controlled thad fedts. If a theory succeeds in the
laboratory, one cannot be confident that it wikseed in the field; but if it fails in the

laboratory, there is a presumption that it is sesip deficient. Thus:

Microeconomic theory abstracts from a rich vareftyiuman activities which are
postulated not to be of relevance to human econbehaviour. The experimental
laboratory, precisely it uses reward-motivatedvitlials drawn from the population
of economic agents in the socioeconomic systensistsof a far richer and more
complex set of circumstances than is parametefizedr theories. Since the
abstractions of the laboratory are orders of mageitsmaller than those of economic
theory, there can be no question that the laborgiavides ample possibilities for
falsifying any theory we might wish to test. (Smit982, p. 936)

And:

General models, such as those applied to the wnplicated economies found in the
wild, must apply to simple special cases. ... Sthedaboratory economies are real,
the general principles and models that exist initeeature should be expected to
apply with the same force to these laboratory esoe® as to those economies found
in the field. The laboratories are simple butghmeplicity is an advantage because it
allows the reasons for a model’s failure to beatal and sometimes even measured.
(Plott, 1991, p. 905)

The Plott—Smith account clearly views experimestsgermediate between theory

and field, as in Croson and Géchter’s ‘mental modgbtice also that experimental
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economics is viewed primarily in relation to theargther than the field. Plott is particularly

explicit about this:

Once models, as opposed to economies, becamecilie dbresearch the simplicity of
an experiment and perhaps even the absence ofdeatimore complicated
economies become an asset. The experiment sheyldigped by the lessons it
teaches about theory and not by its similarity wittat nature might happen to have
created. (Plott, 1991, p. 906).

Here Plott is using what Bardsley et al. (2010,5p-56) call thdlame-the-theory

argument. The claim is that, if an experiment is desigtetest a general theory, the
experimenter does not need to address issuesayhakialidity. Provided that the

laboratory environment is in the domain of the tigesimilarity between experiment and

field is not necessary. If some lack of resembdametween experiment and field reflects an
unrealistic assumption of the theory, that doescoatpromise the experiment as a test of the

theory. In Smith’s words:

But what is most important to any particular expenmt is that it be relevant to its
purpose. If its purpose is to test a theory, thenlegitimate to ask whether the
elements of alleged ‘unrealism’ in the experimast@arameters in the theory. If they
are not parameters of the theory, then the cnti@$ ‘unrealism’ applies equally to

the theory and the experiment. (Smith, 1982, @) 93

In the passage to which Croson and Géchter relfiett, 982, p. 1520) adds the suggestion
that if a theory’s simplifying assumptions are mrced in the experiment, that makes the

theory less likely to be disconfirmed — the ‘bdsitSidea.

We suggest that the Plott—Smith account of thénauetlogy of experimental
economics has been internalised by many practitspa@d has been seen as legitimating
model-implementing experiments such as those of M@EBAH. Croson and Géchter’s
discussion of experiments as tests of model priedistis an example of this line of thought.

But is it right?

Plott’'s and Smith’s reluctance to address issfiexternal validity was perhaps
understandable, given the status of experimentalauics in the pioneering era of the 1970s
and 1980s. By insisting that their designs wetl\tasts of received theories, experimental

economists were able to sidestep potential cnitisisf what was then a controversial
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methodology. Ironically, however, the researchgpamme that was being defended in this

way could also have been defended on grounds efreadtvalidity.

Consider Chamberlin’s classic experiment. Thisasan implementation of the
Walrasian or Edgeworthian model of competitive &gquaum in the sense that MOS’s
experiment implements the clearinghouse model os/A&tdperiment implements BHW'’s
model of information cascades. Certainly, Chanibermethod of inducing reservation
values implements an assumption of neoclassicablapdamely that agents have well-
articulated preferences over the objects that aeirggliraded. But notice that there is no
attempt to implement the Walrasian auctioneer ayeiasbrth’s recontracting procedure. This
is not a problem of feasibility. For example, bud be straightforward to instruct one
subject to act as an auctioneer, with incentivdgtbprices which minimise the absolute
value of excess demand. One could then test whitbeéask performed by the auctioneer in
Walras’s model was within the competence of a husudnject (just as MOS test whether
human subjects can compute MSNE). We take it@haimberlin was more interested in

whether real markets wods if presided over by an auctioneer.

Recall that Chamberlin’s experimental market wasgieed to investigate how
markets work in conditions ‘such as in real lifédh@ve the assumptions of perfect competition
do not hold. The price-determination mechanisrthefexperimental market is intended to
bemorerealistic than that of the neoclassical model. In other worlds,éxperimental
market is similar to real-world (or ‘field’) marketn ways that are not mediated by the
model: in this respect, external validity is degidrnto the experiment. In terms of Smith’s
characterisation, Chamberlin’s experiment consitsfar richer and more complex set of
circumstances than is assumed by the neoclaskaaiyt of competitive markets, and so
provides ample possibilities for falsifying thaetry. But — and this is equally important —
the richness and complexity that have been addediailar to features of real-world
markets that do not appear in the neoclassical madeis, the experiment is not a test of the
neoclassical model itself. It is not a model-inmpénting experiment in the sense that MOS’s
and AH’s experiments are. It is better understa®d test of hypotheses about the real world

for which the model has provided support.

Let us make ourselves clear. We are not arguiagthie Plott—Smith defence of
market experiments as tests of neoclassical theasyinvalid, but only that it downplayed
the extent to which these experiments were desigmbd similar to the target domain of the
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theory. In doing so, it founded a folk methodolagyvhich model-implementing

experiments are treated as more informative they itbally are.

8. Conclusion

We end with some practical advice, addressed tttipitag experimental economists.
Whenever you are planning to base an experimeattbroretical model, first ask yourself in
what respects what happens in the experiment gmsdibly be different from what happens
in the model. These respects set outer boundetquestions that the experiment can
possibly answer. Next, ask yourself whether thestjans that you want to answer lie within
these bounds. If they don't, the experiment isipess. If they do, ask whether the model
you are planning to use provides the best desigarfswering those questions. What you
shouldnot do is implement a model just because it is intergor insightful or famous, and

because you will be the first experimental econoioislo so.

We know that summer school attendees are somegjivess exactly the opposite
advice by well-established experimental economiBtsthaps, given the folk methodology of
experimental economics, being the first experimetaténplement a well-known moded an
effective recipe for achieving publications. Bt is, that is only because that folk
methodology is flawed and because the convictidh which it is endorsed in the profession

is misplaced. Our aim in this paper has been ptagx why.
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Notes

! Bardsley (2005) and Bardsley et al. (2010: 204}-2td exceptions. Our analysis in this paper isly
consistent with those presented in those texts.dévelop Bardsley’s original argument with moreailet
consideration of case studies and in closer reladajuestions about the role of theoretical moitels
economics. Guala (2005: 203—-230) offers a norraacount of the role that model®uld play in
experimental economics. We agree with many oalgsiments, especially about the importance of eater
validity. However, as our case studies illustrétie, practice of experimental economics does weayd follow
Guala’s prescriptions.

2 Some commentators have raised doubts about ho®itatman’s methodology really is instrumentaliste
e.g. Maki (2003).

% This is a possible reading of Schelling’s (2006, 285—248) account of ‘social mechanisms’, diseddsy
Sugden (2009). Aydinonat (2007) has defended dasiterpretation of Schelling’s checkerboard rabof
segregation.

* This conclusion is qualified by the results olusidiary treatment, which we describe in Section 5

® This position is developed and defended by Baydsial. (2010: 46-94).

® In the case of BHW'’s model, for example, evolutionbiology provides reasons for expecting somihef
properties of rational choice and game theory fyaf animal behaviour in natural environmentiug it
might be argued that non-Bayesian behaviour byestbjn AH’s experiment would not compromise BHW'’s
explanation of sage grouse behaviour.

" BHW state their rationality assumption as ‘perayesian equilibrium’, but this assumption is sger than

they need. Their results can be derived from #seimption that it is common knowledge that allvwdlials
maximise expected utility and make Bayesian infeesn

8 AH give more prominence to the fact that ‘onlyhad of the deviations from Bayes’ rule ... canex@lained
by counting’ (p. 859), but this is not a neutraingarison between the two rules.
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